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1. BSC 18MAT31 Engineering Mathematics-I11 Mathematics | 3 3 50 50 100 04
2. PCC 18CS32 Data structures in C and Applications CSE/ISE 3 3 50 50 100 04
3. PCC 18CS33 Electronics Circuits and Logic Design EC/IIEéCE:SE 3 3 50 50 100 04
4, PCC 18CS34 Computer Organization and Architecture CSE/ISE 3 3 50 50 100 04
5. PCC 18CSL35 Data Structures Lab CSE/ISE 2 3 50 50 100 01
6. PCC 18CSL36 ELZC”O”'CS Circuits and Logic Design CSE/ISE 2| 3 |50 | 50 | 100 | 01
7. PCC 18CSL37 UNIX Shell Programming Lab CSE/ISE 2 3 50 50 100 01
8. PRJ 18CSP38 Project — I11 CSE/ISE 2 3 50 50 100 01
18KANKK310
9. | Hsme / reayda Kaegall Humanities 2| 2 |50 | 50 | 100 | 01
20KANAKS310
Total 12 10| 26 450 | 450 900 21

BSC-Basic Science, PCC-Professional Core, HSMC-Humanity and Social Science, PR-Project
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1. | BSC 18MATA41 Engineering Mathematics-1V Mathematics | 3 2 3 50 50 100 04
2. | PCC 18CS42 Design and Analysis of Algorithms CSE/ISE 3 2 3 50 50 100 04
3. | PCC 18CS43 Microprocessor CSE/ISE 3 2 3 50 50 100 04
4, | PCC 18CS44 Java Programming CSE/ISE 3 2 3 50 50 100 04
5. | PCC 18CSL45 Microprocessor Lab CSE/ISE 2 3 50 50 100 01
6. | PCC 18CSL46 Java Programming lab CSE/ISE 2 3 50 50 100 01
7. | PCC 18CSL47 Algorithm analysis and design Lab CSE/ISE 2 3 50 50 100 01
8. | PRJ 18CSP48 Project-1V CSE/ISE 2 3 50 50 100 01
18KANKK410 .
9. | HSMC / vanadasont Humanities 2 |2 |50 |50 |10 |01
20KANAK410
Total 12 8 | 10 26 450 450 900 21

BSC-Basic Science, PCC-Professional Core, HSMC-Humanity and Social Science, MP-Mini project
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1. PCC | 18CS51 Database Management System CSE/ISE 3 |2 3 50 50 100 04
2. PCC | 18CS52 Computer Networks CSE/ISE 3 |2 3 50 50 100 04
3. PEC | 18CS53X Professional Elective — | CSE/ISE 3 3 50 50 100 03
4, OEC | 18CS54X Open Elective — | CSE/ISE 3 3 50 50 100 03
5. PCC | 18CS55 Web Programming Lab CSE/ISE 2 3 50 50 100 01
6. PCC | 18CSL56 Database management system lab CSE/ISE 2 3 50 50 100 01
7. PEC | 18CSL57 Computer Networks lab CSE/ISE 2 3 50 50 100 01
8. PRJ 18CSP58 Project-V CSE/ISE 2 3 50 50 100 01
9. HSMC | 18HSM59 Soft Skills Humanities 4 2 50 50 100 01

Total 12 | 4] 12 26 450 | 450 900 19
PCC-Professional Core, PEC- Professional Elective, OEC- Open Elective, HSMC-Humanity and Social Science, PR-Project

Professional Elective — |

Open Elective — |

SI. No. Sub. Code Sub. Name SI. No. Sub. Code Sub. Name
1. 18CS531 Automata Theory and Computability 1. 18CS541 Discrete Mathematical Structures and Graph Theory
2. 18CS532 Cloud Computing 2. 18CS542 Microcontroller and Embedded Systems
3. 18CS533 UNIX System Programming 3. 18CS543 Mobile Application Development
4. 18CS534 Social Network Analysis 4. 18CS544 Green Technology




Outcome Based Education(OBE) and Choice Based Credit System (CBCS) (Effective from the academic year 2018-19)

Sharnbasva University, Kalaburagi
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1. | PCC 18CS61 | System Software and Complier Design CSE/ISE 3 2 3 50 50 100 04
2. | PEC | 18CS62X | Professional Elective-II CSE/ISE 3 3 50 50 100 03
3. PEC | 18CS63X | Professional Elective-I1II CSE/ISE 3 3 50 50 100 03
4. | OEC | 18XX64X | Open Elective —II CSE/ISE 3 3 50 50 100 03
5. | PCC | 18CSL65 | System software and Compiler Design Lab CSE/ISE 2 3 50 50 100 01
6. | PEC | 18csLes | Operating System and UNIX system CSE/ISE 2| 3 |5 | 50 | 100 | o1

Programming Lab

7. | PEC | 18CSL67 | Python Lab CSE/ISE 2 3 50 50 100 01
8. | PRJ | 18CSP68 | Project-6 CSE/ISE 2 3 50 50 100 01
9. HiM 18HSMB9 Professional Ethics Humanities p p 50 50 100 o1
Total 12 |2] 10 | 26 | 450 | 450 | 900 | 18

PCC-Professional Core, PEC- Professional Elective, OEC- Open Elective, HSMC-Humanity and Social Science, PR-Project

Professional Elective — 11 Professional Elective - 111 Open Elective — 11
SI. No. | Sub. Code Sub. Name Sub. Code Sub. Name Sub. Code Sub. Name
1. | 18CS621 | Operating System 18CS631 E;tph'gnprogramm'“g application Using | a-ceaq | software Engineering
2. | 18CS622 Software Testing 18CS632 Sensors and Application 18CS642 Multi Core Architecture
3. | 18CS623 Cryptography and Network Security 18CS633 Computer Vision 18CS643 Network Programming




4. | 18CS624 | Computer Graphics and Visualization $H@863¢a Unir’}}héégwi,'i{aﬁatﬁd?éb? and Queting 18CS644 | Mobile Computing
SCnerre or 1eacinmng anad EXamination Zulo-19
Outcome Based Education (OBE) and Choice Based Credit System (CBCS)
(Effective from the academic year 2018-19)
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S :
°§ DE, Teach\;cgelljours/ Examination
SI. No. | Course Code Course Title a E
£ Sl o o 0| £
o 3c| O 2| w2|F2| 0
1. PCC 18CS71 Artificial Intelligence & Machine Learning CSE/ISE 3 2 3 50 50 100 04
2. PEC 18CS72 Big Data Analytics CSE/ISE 3 2 3 50 50 100 | 04
3. PEC 18CS73X | Professional elective —IV CSE/ISE 3 3 50 50 100 03
4, OEC 18XX74X | Open elective Il CSE/ISE 3 3 50 50 100 | 03
5. PCC 18CSL75 | Artificial Intelligence & Machine Learning Lab | CSE/ISE 2 3 50 50 100 01
6. PEC 18CSL76 | Big Data Analytics Lab CSE/ISE 2 3 50 50 100 | 01
7. PEC 18CSL77 | AWS Cloud Lab CSE/ISE 2 3 50 50 100 | 01
8. PRJ 18CSP78 Project — 7 CSE/ISE 2 3 50 50 100 | 01
9. | Hsmc | 18Hsm7g | Industry Psychology and organizational Humanities 2 | 2 | 50 | 50 | 100 | o1
Behavior
Total 12 4 10 | 26 450 450 900 19

Note:- Project 7-Real life problem solving project / Research Project/ Field Project

PCC-Professional Core, PEC- Professional Elective, OEC- Open Elective, HSMC-Humanity and Social Science




Professional Elective - V

Open Elective — 11

Sub. Code Sub. Name Sub. Code Sub. Name
18CS731 Data Mining and Data Warehousing 18CS741 Internet of Things
18CS732 AWS Cloud 18CS742 Blockchain Technology
18CS733 System Modelling and Simulation 18CS743 Python Application Programming
18CS734 Storage Area Network 18CS744 Neural Networks and Deep Learning




Sharnbasva University, Kalaburagi
Scheme of Teaching and Examination 2018-19

Outcome Based Education (OBE) and Choice Based Credit System (CBCS)
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1. Project 18CSP81 Project Work 4 - 2 3 50 50 100 | 08
2. | Internship 18CSI82 Internship 12 - - 3 50 50 100 13
Total 16 - 4 6 100 | 100 200 | 21

Note: - Project 8-Manufacturable and marketable project/ Research Project/ Field Project




SHARNBASVA UNIVERSITY

REGULATIONS FOR CHOICE BASED CREDIT SYSTEM (CBCS) FOR
THE UNDERGRADUATE PROGRAMS, 2018-19 (B.TECH.)

1. DEFINITIONS OF KEY WORDS:

i.  “University” means the Sharnbasva University, Kalaburagi;

ii. “Academic Year” is divided into three semesters viz; Two main semesters (Odd
and Even Semesters) and One supplementary semester (also called as summer
semester).

iii.  “Semester” Duration of each main semester will be of 19 weeks and that of a
supplementary semester will be of 8 weeks. The activities in each semester shall
include: (a) Registration of courses in the first week of semester, dropping the
courses in the middle and withdrawal from courses towards the end by the
students, under the advice of faculty, (b) Teaching, learning, examination and
evaluation.

iv.  “Choice Based Credit System” (CBCS) means Choice Based Credit System
which provides choice for the students to select from prescribed courses (core,
electives and foundation courses).

V.  “Credit Based Semester System” (CBSS) Under the CBSS, the requirement for
awarding a degree or certificate is prescribed in terms of number of credits to be
earned by the students.

Vi. “Course or Subject” Usually referred to, as ‘papers’ is a component of a
programme. All courses need not carry the same weightage. The courses should
define learning objectives and learning outcomes. A course may be designed to
comprise lectures / tutorials / laboratory work / field work / outreach activities /
project work / internship training / viva / seminars / term papers / assignments /
presentations / self-study etc. or a combination of some of these including online

Ccourses.
vii.  “CIE” and “SEE” means respectively the Continuous Internal Evaluation and
Semester End Examination of the University.
viii.  “First Attempt” referred to a student who has completed all formalities and

passed all the heads in SEE in single attempt, shall be considered as first attempt.
ix. “Convocation” means the convocation of the University, where the Degrees,
Honorary Degrees, Diplomas, Academic Distinctions and Certificates are awarded
as per the requirements of the University.
X.  “Letter Grade” means an index of the performance of students in a said course.
Grades are denoted by letters O, S, A, B, C, D, E and F.

Xi.  “Grade Point” means a numerical weight allotted to each letter grade on 10-point
scale.
xii.  “Credit” means a unit by which the course is measured. It determines the number

of hours of instructions required per week. One credit is equivalent to one hour of
teaching (lecture)/tutorial or two hours of practical work/field work etc.,per week.
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“Credit Point” means the product of grade point and number of credits for a
course.

“Semester Grade Point Average” (SGPA): It is a measure of academic
performance of student/s in a semester. It is the ratio of total credit points secured
by a student in various courses registered in a semester and the total course credits
taken during that semester. It shall be expressed up to two decimal places.
“Cumulative Grade Point Average” (CGPA): It is a measure of overall
cumulative performance of a student over all semesters. The CGPA is the ratio of
total credit points earned by a student in various courses in all semesters and the
sum of the total credits of all courses in all the semesters. It is expressed up to two
decimal places.

“Programme” means an educational programme leading to award of a degree or
certificate or diploma.

“Transcript or Grade Card or Certificate”: Based on the grades earned, a
grade certificate shall be issued to all the registered students after every semester.
The grade certificate will display the course details (code, title, number of credits,
grade secured) along with SGPA of that semester and CGPA earned till that
semester.

“Notification” means the notification of the University.

“Degree” means a degree awarded by the University with or without
specialization and/ or Minor.

“Students” means a person admitted to and pursuing a specified programme of
study in the University.

“Teacher”, “Course Instructor” means respectively a faculty appointed for
imparting instruction and research guidance to students in the University and the
Teacher instructing a Course.

“OBE”, means Outcome Based Education.

“AICTE” means the All India Council for Technical Education.

“MHRD” means the Ministry of Human Resource and Development.
“Government” means the Government of Karnataka.

“UGC” means the University Grants Commission established at New Delhi by an
Act of Parliament in 1956.

2. ACADEMIC YEAR:

The academic year is divided into three semesters viz; Two main semesters (Odd
and Even Semesters) and One supplementary semester. Duration of each main
semester will be of 19 weeks and that of a supplementary semester will be of 8
weeks.

The activities in each semester shall include: (a) Registration of courses in the first
week of semester, dropping the courses in the middle and withdrawal from
courses towards the end by the students, under the advice of faculty, (b) Teaching,
learning, examination and evaluation.



3. SEMESTER SYSTEM AND CHOICE BASED CREDIT SYSTEM:

Vi.

Vii.

viil.

Semester wise credit based system shall be followed in each program of study
except in the case of certificate and non-degree programs.

Every course offered shall have four components associated with the teaching-
learning process, viz; Lecture-L ,Tutorial -T, Laboratory -P, Self-study-
S/Assignments-A.

Credits shall be assigned to each course in a programme of study is as follows: L-
One hour lecture =One credit ; T- One hour Tutorial=One credit ; P- Two hours of
laboratory /Seminar = One credit ; S/A- Four hours of Self- study/ Assignments =
One credit.

Each course in a programme of study shall be represented as L-T-P-S-C , where L,
T, P, S, and C means respectively, number of lecture hours per week , number of
tutorial hours per week , number of laboratory /seminar hours per week , number
of self- study hours per week, and the number of credits assigned to the course.

A course shall have either or all the four components. Consider the Following
example; (1) A course may have only lecture component of 4 hours per week,
then it will be represented ,as 4:0:0:0:4 . (2) A course may have 3 hours of lecture
and one hour of tutorial, then it will be represented as 3:1:0:0:4. (3) If, the course,
has only laboratory component of 2 hours duration and one hour of tutorial, then it
will be represented, as 0:1:2:0:2. (4) For Self-Study/ Assignments course of 4
hours duration, then it will be repented as 0:0:0:4:1.

The number of credits required to be earned for degree programme shall be
calculated at an average of TWENTY credits per main semester. For example, a
four year degree programme shall comprise of eight main semesters and therefore
require 160 credits, for three year degree programme shall comprise of six main
semesters and therefore require 120 credits, and for degree programme of five
years, the number of credits required to be earned shall be 200. For lateral entry,
the number of credits required to be earned shall be 120 ( for four year degree
programme).

A variation of 10% credits is allowed.

A full time student shall normally register for a minimum of 18 credits and
maximum of 22 credits during main semester, whereas in supplementary semester
a maximum of 12 credits.

Every course in a programme of study normally runs for the full length of a
semester.

4. ADMISSION:

Admission to the University shall normally be made at the commencement of each
academic year for various programmes of study except research programmes. The
date for advertisement, entrance examination, if any, counseling, admission,
registration, commencement of classes, and other details for the academic session
shall be notified by the Registrar, from time to time.



7. ELIGIBILITY FOR ADMISSION:
The Admission of students to various programmes of studies offered by the
University shall fulfill the minimum qualifications laid down by the University, GoK,
AICTE, UGC and MHRD for the programme of study concerned, subject to Rules of
reservation for candidates belonging to SC, ST, and other Backward Classes as laid
down by the State Government from time to time.

8. ADMISSION PROCESS:
Admission process for various programmes shall be as follows:

Vi.

Vii.
Viii.

Admission to | year / | semester professional programmes (B.TECH,
B.ARCH., BCA, BBA etc.) shall be open to the candidates who have passed
the second year PUC or XII standard or Equivalent examination recognized by
the University

NRI/PIO/FN seeking admission to the above professional programmes shall
apply separately with equivalency/eligibility/migration certificate along with
passport/visa/clearance/NOC from concerned bodies to the Admission
Committee. Only after the eligibility is ascertained, a NRI/PIO/FN can appear
for the entrance test conducted by the University.

A candidate seeking admission under the Government Quota shall follow the
procedures of the Common Entrance Test (CET) as notified by the
Government of Karnataka from time to time, and NATA/JEE ranks for
B.Arch.

A candidate seeking admission under the University Quota (Management
Quota) shall appear for entrance test conducted by the University by
submitting application form and paying the prescribed entrance test fee.
However, the students who have cleared and obtained rank in KEA/CET/JEE
paper I&II/NATA etc., need not write the University Entrance Exam.
Admission Committee shall prepare a merit list for each of programme of
study subject to a minimum performance criterion in the entrance test as
prescribed by the admission committee from time to time, and the percentage
of marks obtained in the qualifying examinations as prescribed by
Government of Karnataka.

Merit list as prepared by Admission Committee shall be submitted to the
Chancellor for his/her approval.

The Admission Committee shall notify the list of selected candidates.

The selected candidates (as per the notification) shall complete the admission
process by submitting the requisite forms along with supporting documents,
paying the prescribed fees and full filling any other requirements mentioned in
the notification.

Candidates who have passed a qualifying examination not conducted by
Government of Karnataka or this University shall submit the eligibility and
migration certificate in original for admission to a programme of study.



Xi.

Candidate shall be required to submit medical certificate and character
certificate from the recognized Doctor and Head of the institution last attended
respectively.

Admission to II'” year/ 11l Sem B.E./B.Tech. under lateral entry scheme shall
be open to the candidates who have passed the three year diploma from the
Karnataka state and secured not less than 45% of marks in aggregate
(considering the marks of all six semesters). In case of SC/ST and OBC
students from Karnataka state the eligibility shall be 40%. However candidates
who have passed diploma from other than the Karnataka state shall provide the
equivalence/ eligibility certificate from the director of technical education,
Bangalore. Also, the students who have passed B.Sc. Degree from the
recognized university or equivalent qualification as recognized by university
and secured not less than 45% marks in aggregate (considering the marks of
all six semesters). In case of SC/ST and OBC students from Karnataka state
the eligibility shall be 40% .However candidates who have passed B.Sc. from
other than the Karnataka state shall provide the equivalence/ eligibility
certificate from the competent authority.

Ind

8 A. Mandatory Induction Programme:

All the new entrants to the university shall attend Mandatory Induction
Programme for duration of 3 weeks.

9. ATTENDANCE REQUIREMENT:

Each semester is considered as one unit and the student is required to have a
minimum attendance of 85% in each course with a provision of condonation
of 10% of attendance by the Vice- Chancellor on the specific recommendation
of the Dean of the Faculty, indicating reasonable cause such as medical
ground participation in University level sports, cultural programs, seminars,
workshops, paper presentation, etc.

The calculation of the attendance shall be based on the reopening date notified
by the University by its calendar of events from time to time. However, for
first semester (111 semester for later entry) students the same will be reckoned
from the date of admission to the course as per KEA CET/the University
allotment.

The shortage of attendance shall be informed to the students/Parents by the
Dean/Chairman/Coordinator/Teacher concerned periodically to be cautious
and to make up the shortage. In case, a student’s class attendance in a course is
less than as stipulated by the University, the student is said to have dropped
that course and the student has to re-register for the dropped course when the
course is offered again by the Department if it is a hard core course. The
student may choose the same or any alternate core/elective in case the dropped
course is soft core/elective course.



iv.

10. ASSESSMENT AND EVALUATION:
The assessment and evaluation of each student shall comprise of two components viz;
Continuous Internal Evaluation (CIE) and Semester End Examination (SEE). Equal
weightage shall be given for CIE and SEE.
10.1. Continuous Internal Evaluation:
The CIE shall be conducted by the course teacher throughout the semester. The
suggested components of CIE for Theory and Laboratory/ Project course are as
depicted below in Table-1 and Table-II respectively.

Table-1: Suggested components of CIE for Theory

Provided that mere omission by the University to inform the student about the
shortage of attendance shall not entitle him/her to appear for examination.

SI. No Components Marks
1 Internal Test-I* 15
2 Internal Test-11* 15
3 Internal Test-111* 15
Daily/Regular/ Session wise
4 Seminar/Assignment/Mock 35

Evaluation

*Average of Best Two performances of the Internal Tests shall be considered for 15 Marks.

Table-11: Suggested components of CIE for Laboratory/Project

Presentation

SI. No Components Marks
Conduction of experiments
1 / Design and fabrication of 25
the system/ Project.
’ Evaluation of Lab/project 15
report
3 Mock Evaluation/ 10




The suggested components of CIE for Seminar, Internship and Final Project course
are as depicted below in Table-111, Table-1V and Table-V respectively.

Table-111: Suggested components of CIE for Seminar

SI. No

Components

Marks

Identification of Seminar
topic from referred
Journals in relevant domain
suggested by the guide

20

Report on Seminar and
Evaluation

40

Presentation

40

Table-1V: Suggested components of CIE for Internship

SI. No

Components

Marks

Midterm Presentation on
Internship

25

Report on Internship

25

Table-V: Suggested components of CIE for Final Project

SI. No

Components

Marks

Project Phase-|
Literature Survey / Visit to
industries/ R & D to
finalize the project topic

50

Project Phase-II

a) Design, Testing and
Results analysis
b) Presentation

¢) Thesis Writing

30

10
10




10.1.1 Provision to Drop the Course:

In case a student secures less percentage of marks as prescribed in the course,
the student is said to have dropped that course, and such a student is not
allowed to write SEE in that course.

A student has to re-register for the dropped course when the course is offered
again by the department if it is a hard core course. The student may choose the
same or an alternate core/elective, in case the dropped course is soft
core/elective course.

A student who is said to have dropped the Internship/project work has to re-
register for the same subsequently within the stipulated period.

The details of any dropped course shall not appear in the Grade card.

10.1.2 Provision to withdraw course:

A student can withdraw any course within 10 days from the date of
commencement of semester. Whenever a student withdraw a course, he/she
has to register for the same course in case it is hard core course, the same
course or an alternate course if it is soft core/open elective.

10.1.3 Provision for Appeal:

If a student is not satisfied with the evaluation of CIE, he/she can approach the
Grievance Reddressal Cell with the written submission together with all the
facts, the assignments, test papers etc which were evaluated. This shall be
done before the commencement of SEE. The Grievance Reddressal Cell shall
look into the details and if necessary take corrective measures.

10.2. Semester End Examination (SEE):

A student, who has complied with the minimum specified attendance in a
programme and secured greater than or equal to 50% in CIE, shall register for
SEE by paying the prescribed fees. The registration process may be
online/offline as notified from time to time by the Registrar Evaluation. The
registration of a student shall be liable to be cancelled by the office of the
Registrar Evaluation, where disciplinary issues are raised by the concerned
Dean of Faculty.

After the last date of registration for SEE, the list of students along with their
registered courses shall be released by the office of Registrar Evaluation. A
student shall verify the accuracy of his/her particulars in the list and
discrepancies, if any, shall be reported to office of Registrar Evaluation within
Three days from the date of release.

The office of the Registrar Evaluation shall issue the Admit cards to eligible
students based on the SEE list. The Admit card of a student shall be valid only
for the SEE for which it is issued. The Admit card of a student shall include (i)
recent photograph of the student and (ii) registered courses for SEE with
subject codes.

With the specific approval of the Vice-Chancellor/the Chancellor, under extra
ordinary circumstances, a student whose name does not find place in the
student list may be permitted to appear for SEE. The result of such a student
may be announced after due verification.
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v.  The Registrar Evaluation shall appoint Chief Superintendent and Deputy Chief
Superintendent for the conduct of SEE as per the Time Table notified.

Theory Examination: The SEE shall be of three hours duration or as mentioned in
the scheme. The evaluation for this component shall be 50% of the maximum marks.
Laboratory Examination: The SEE shall be of three hours duration or as mentioned
in the scheme and shall comprise of Conduction of experiments / Design and
fabrication of the system/ Project. The evaluation for this component shall be 50% of
the maximum marks.
The SEE for Laboratory shall be held in batches over several days. There shall be one
Internal and one External Examiner and the evaluation shall be based on experimental
procedure, write up, coding, execuation, Demonstration, Result analysis / Graphs if
any and Viva-voce.
Project Examination: The SEE for the Project shall be evaluated by two examiners
jointly and the evaluation shall be based on various components such as, Writing of
Abstract, Project report, Oral Presentation, Demonstration and Viva-voce.
Note: The distribution of marks for various components shall be made available to the
Examiners by the Registrar Evaluation from time to time.
Question paper pattern: The question paper for theory courses consist of Five
modules. In each module, there are two full questions. The Students are required to
answer five full questions selecting one from each module.
Note: Some courses which include design, drawing and mandatory courses shall have
their own pattern.
Valuation of Answer Scripts:
The Registrar Evaluation shall appoint Chief Coordinator and Deputy Chief
Coordinator for the evaluation of SEE answer scripts.
The Registrar Evaluation shall notify the guidelines for the evaluation of various
subjects.
The answer books of SEE may be coded before issuing for evaluation by the office of
the Registrar Evaluation.

ELIGIBILITY FOR PASSING:

The CIE and SEE have equal weightage and the student performance is judged by
taking into accounts the results of CIE and SEE individually and also combined. The
passing standards are as depicted in the Table-VI.

Table-VI. Eligibility for passing.

Eligibility for passing.

CIE > 50% of Maximum marks

SEE > 40% of Maximum marks

CIE + SEE > 45% of Maximum marks taken together




The student who passes a course of a semester shall not be allowed to appear for the same
agaln unless he/she opts for rejection of results as per the following:

A student may, at his/her desire, reject his/her total performance of SEE (including
CIE marks) or he/she may reject the performance of SEE only. The rejection is
permitted only once during the entire course of study.

The student who desires to reject the performance as per (i) shall reject performance
in all the courses of that semester, irrespective of whether the student has passed or
failed in any course. However, the rejection of performance of 4™ year project work
shall not be permitted.

A student who desires to reject the total performance of the semester (including CIE),
has to take readmission for the relevant semester. Application for such readmission
shall be sent to the Registrar through the Dean of faculty within 30 days from the date
of announcement of the results. Late submission of application shall not be accepted
for any reasons. Readmission to First semester in such cases shall not be considered
as Fresh admission.

The student, who desires to reject only the results of SEE of a semester and does not
desire readmission, shall be permitted to re-appear for examinations of all the courses
of the semester in the subsequent examinations. However, the CIE marks obtained by
the student in the rejected semester shall be retained. Application for such
readmission shall be sent to the Registrar through the Dean of faculty within 30 days
from the date of announcement of the results as per the admission notification issued
by the University from time to time. Late submission of application shall not be
accepted for any reasons.

Grace Marks: Grace marks shall be awarded to the students in SEE for passing
theory/ Laboratory and / or passing semester as per the following attributes:

i.  Grace marks shall be awarded to theory / laboratory to a maximum of 2% of
total SEE marks, if and only if the student clears that theory / laboratory with
minimum prescribed marks.

ii. If a student failed in any one theory / laboratory, he/she is eligible for 3 grace
marks, if and only if he/she passes the semester.

A student is granted either i or ii of the above, not both. The granted marks
shall be documented in the records but not disclosed in the grade card.
Make Up Examination:
The Make Up examination shall be available to students who may have missed to
attend the SEE of one or more courses in a semester for valid reasons and given the
I’ grade. The students having ‘X’ grade shall also be eligible to take up Make Up
examination. The Make Up examinations shall be held as per dates notified in the
Academic Calendar by notification from time to time. The standard of the Make Up
examination shall be same as that of regular SEE for the courses.
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12. ELIGIBILITY REQUIREMENTS FOR PROMOTION TO NEXT ACADEMIC
YEAR:

Vi.

Vii.

There shall not be any restrictions for promoting from an ODD semester to the
next EVEN semester, provided that, the student has fulfilled the attendance
requirement.

For vertical promotion in order to move from one academic year to next academic
year i.e., from EVEN to ODD semester, a student can carry a maximum of five
heads as ‘F’ grades not exceeding a maximum of 14 credits and he/she should
maintain a CGPA of 5.

A student who has not obtained the eligibility even after two/three/four academic
years for a programme of three/ four / five years respectively, from the date of
admission to first semester shall discontinue the programme or get readmitted
to first semester as a fresh admission.

The mandatory non credit courses Additional mathematics | & II prescribed at 3"
& 4™ semester respectively to lateral entry diploma holders admitted to 3™
semester of B.Tech programs, shall attend the classes during respective semester
to complete CIE and attendance requirements and to appear SEE examination. In
case any student fail to satisfy the course requirements he / she shall be deemed to
have secure F grade. In such case, the student have to fulfill the requirements
during subsequent semester/s to appear for SEE.

Completion of Additional Mathematics | and 11, shall be mandatory for the
award of B.Tech. degree.

Lateral entry students with B.Sc degree shall clear non credit courses such as
Engineering Graphics, Elements of Civil Engineering etc. or as decided by BOS
from time to time of the first year engineering programme for the award of degree.
Completion of mandatory non credit courses (as mentioned in vi) shall be
mandatory for the award of B.Tech. degree

13. MAXIMUM DURATION FOR UG PROGRAM COMPLETION:

The student shall complete the UG program of Three/Four/Five years within a maximum
period of Six/Eight/Ten Academic years from the date of first admission, failing which
he/she shall be declared as Not Fit for Professional Education.

14. TYPES OF COURSES:

The curriculum shall be designed based on the concept of Outcome Based
Education.

The CBCS provides choice for the students, to select from the prescribed courses
of the programme of study.

Different Courses to be offered in a programme of study shall be categorized into
the following SIX types:

Humanities and Social Sciences (HSS): These courses enable the students to
acquire the required skills and knowledge essential to pursue a given programme
of study. These courses include communication, economics, environment,

11



Vi.

professional ethics, constitution of India etc;. These courses shall be in the range
of 3-6% of the total minimum credits for a programme of study.
Foundation Courses (Exclusively for Faculty of Engineering & Technology):
Foundation Courses are categorized in to Two parts, (1) Basic Sciences (BS) and
(2) Engineering Sciences (ES).
BS courses includes, physics, chemistry, maths, statistics and they are
mandatory for all the engineering programme of study.
ES Courses includes, elements of: civil, mechanical, electrical, electronic,
engineering and computer programming skills, etc; and they are mandatory
for all the engineering programme of study.
These courses shall be in the range of 25-30% of the total minimum credits
for a programme of study.
Core Courses: Core Courses constitute the core of the programme of the study.
The core courses of study are of Two types, VIZ; (1) Hard Core Course (HCC)
and (2) Soft Core Course (SCC).
Hard Core Course(HCC): The Hard Core Course is a core course in the
main programme of study and the students have to study compulsorily.
These courses shall be in the range of 25-30% of the total minimum credits
for a programme of study.
Soft Core Course(SCC): A core course may be soft core if there is a
choice for the student to choose a course from the programme of study or
from a sister/ related programme of study which supports the main
programme of study. These courses shall be in the range of 2-3% of the
total minimum credits for a programme of study.
Elective Courses (EC): Elective course is a course, which can be chosen from a
pool of courses, and which may be very specific or specialized or advanced or
supportive to the programme of study or which provides an extended scope or
which enables an exposure to some other programme of study or nurtures the
students proficiency . Elective courses may be offered by the main programme of
study/ related programme of study/sister programme of study, which supports the
main programme of study. These courses shall be in the range of 10-20% of the
total minimum credits for a programme of study.
Open Elective Course (OEC): An elective course chosen generally from
the other programme of study, with an intention to seek exposure is called
an open elective course. These courses shall be in the range of 5-7% of
the total minimum credits for a programme of study.
Self-Study Elective Course (SEC): An elective course designed to
acquire an advanced knowledge to support a mini project work or major
project work, and a student studies such a course on his own with an
advisory support by a teacher is called a self-study elective course. These
courses shall be in the range of 1-2% of the total minimum credits for a
programme of study.
Audit Courses(AC): A student may be permitted to take any number of audit
courses over and above the graduation requirements for learning a subject.

12



Vii.

viii.

Internship, Research or Seminar and Project Work (PW): These are intended
to enhance the student’s practical knowledge and exposure to research and
industry. The credits for this category shall not exceed 10-12% of the total
minimum credits for a programme. Major project work shall normally be carried
out in regular semesters.
Internship: The student of UG Programme shall undergo Internship of 8
weeks, preferably, before the commencement of final academic year,
whereas for PG Programme they shall undergo Internship of 16 weeks,
preferably, at the beginning of third semester.
Project work: For UG programme, a batch of students not more than four
, shall undertake the innovative project ,preferably, in the final semester
and execute in the same semester. For PG programme, project work shall
be executed individually by the student in the final semester.
Seminar: Each student shall chose seminar topic on the emerging area
only.
Certain programmes of study may have additional requirements such as
apprenticeship and residency.
An additional non-credit summer project of three weeks duration after the end of
every academic year (preferably in the month of August) shall be carried out by
all the students.
Completion of all summer projects shall be mandatory for the award of
B.Tech. degree.

15. GRADING PATTERN:

The SHARNBASVA UNIVERSITY adopts absolute grading system wherein the
marks are converted to grades and every semester results shall be given with
Semester Grade Point Average (SGPA) and Cumulative Grade Point Average
(CGPA).

The Grading pattern shall have the letter grade points, as per the following table:

Table —VI1I. Grades and Grade Points

Level | Outstanding | Excellent | Very | Good | Above Average | Poor | Fail
Good Average

Letter | O S A B C D E F

Grade

Grade |10 9 8 7 6 5 4 00

Points

A student shall be awarded Grade F if he/she either fails in the course or is absent
for the SEE of that course and the student shall be required to reappear for the
semester end examination. If the course is laboratory/practical component, the
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student shall re-appear both CIE and SEE. Absenting in any one or both of them
shall result in award of F Grade.

Table-VIII. Grade Point Scale

Level Outstanding | Excellent | Very | Good | Above Average | Poor | Fail
Good Average

Letter S A B C D E F
Grade

Grade 9 8 7 6 5 4 00
Points

Score <90 <80 <70 <60 <55 <50 |<45
(marks) >=80 >=70 | >=60 |>=55 >=50 >=45
Range

(%)

iv. W, Xand ]I Grades:

W Grade shall be awarded to a student who has withdrawn from a course.
Further, this grade shall be recorded in the grade card. If the course is audit
course, then there shall be no mention of course in the grade card.

X Grade shall be awarded to a student whose attendance is satisfactory
and CIE rating (= 60%) in a course, but SEE performance observed to be
Poor, for such course X grade shall be awarded. The student shall be
provided with an opportunity in the Make-Up examination; however the
grades (‘B’ to ‘O”) will be reduced to the next lower grade and the other
grades remains same.

I Grade shall be awarded temporarily to a student who is unable to appear
for SEE for one or more courses, with the permission of the Vice-
Chancellor in response to a written appeal by the student, due to valid
reasons such as medical emergency, calamity in the family or any other
valid reason. For such a student, the | grade shall be converted in to one of
the other letter grades as in the table after the completion of scheduled
make up SEE. If the student does not appear to the make-up SEE, the |
grade shall be converted to an F grade.

v. AP and AF Grades: A student shall be awarded either an Audit Pass (AP) or Audit
Fail (AF) grade for an audit course. The Audit Pass (AP) grade shall be awarded if
the student satisfies the attendance and performance criteria specified for the course
by the concerned Faculty. Otherwise, an AF grade shall be awarded.

14



Vi.

COMPUTATION OF SGPA and CGPA:

COMPUTATION OF SGPA:

llustration of Computation of SGPA and Format for Transcripts

Computation of SGPA

Illustration No. 1

Course Credit (C) Letter Grade | Grade point | Credit point
(G) (CXG)

Course 1 4 A 8 4X8=32

Course 2 4 C 6 4X6=24

Course 3 4 B 7 4X7=28

Course 4 3 O 10 3X10=30

Course 5 3 D 5 3X5=15

Course 6 1 C 6 1X6=06

Course 7 1 S 9 1X9=09

Course 8 1 C 6 1X6=06

21 150

Thus. SGPA=150/21 =7.14

Illustration No. 2

Course Credit (C) Letter Grade | Grade point | Credit point
(G) (CXG)

Course 1 4 A 8 4X8=32

Course 2 4 C 6 4X6=24

Course 3 4 B 7 4X7=28

Course 4 3 O 10 3X10=30
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Course 5 3 F 0 3X0=0
Course 6 1 C 6 1X6=06
Course 7 1 S 9 1X9=09
Course 8 1 C 6 1X6=06
21 135
Thus. SGPA=135/21=6.43
Illustration No. 2(A)
Course Credit (C) | Letter Grade Credit point
Grade point (G) | (C X G)
Course 5 3 B 7 3X7=21
21 (First
Attempt=135+Subsequent
Attempt =21 )=156

Thus. SGPA=156/21=7.43

Illustration No. 3

Course Credit (C) Letter Grade | Grade point | Credit point
(G) (CXG)
Course 1 4 A 8 4X8=32
Course 2 4 C 6 4X6=24
Course 3 4 B 7 4X7=28
Course 4 3 O 10 3X10=30
Course 5 3 S 9 3X9=27
Course 6 1 C 6 1X6=06
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Course 7 1 S 9 1X9=09
Course 8 1 C 6 1X6=06
21 162

Thus. SGPA=162/21=7.71

CGPA=(21X7.14+21X7.43)/42 =7.28

CGPA after Final Semester
Semester | Semester | Semester | Semester | Semester | Semester | Semester | Semester
1 2 3 4 5 6 7 8
Credit Credit Credit Credit Credit Credit Credit Credit
121 121 121 121 121 121 117 117
SGPA: SGPA: SGPA: SGPA: SGPA: SGPA: SGPA: SGPA:
7 8.5 9.2 6.86 8.18 7.73 8.68 9.4
Thus, CGPA=

(21X7+21X8.5+21X9.2+21X6.86+21X8.18+21X7.73+17X8.68+17X9.4)/160
=8.15

16. CONVERSION OF GRADES INTO PERCENTAGE:

Conversion of GPA into Percentage is given below
Percentage of Marks= (CGPA Earend-0.75)*10

CLASS/DIVISION DECLARATION:

Equivalent Percentage

Class

>=70%

First Class with Distinction

60% <= % < 70%

First Class

50% <= % < 60%

Second Class

45% <= % < 50%

Pass Class

<45%

Fail
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17. AWARD OF PRIZES, MEDALS AND RANKS:

For the award of Prizes and Medals, the conditions stipulated by the Donor shall
be considered subject to the provisions of the statutes framed by the University for
such awards.

For award of rank in a specialization of B.Tech., the CGPA secured by the student
from 111 to V111 semester is considered, for B.Arch. the CGPA of Il to X semester
shall be considered, for BCA and BBA all semesters CGPA shall be considered.

A student shall eligible for a rank at the time of award of the degree of
B.Tech/BCA/BBA etc, provided the student:

a. Has passed all semester in all courses in first attempt only in case of candidate
admitted to | year.

b. Has passed Ill to last semester in all courses in first attempt only in case of
candidate admitted under lateral entry scheme.

c. Has completed all the prescribed Audit/mandatory courses.

d. Is not repeated in any semester because of rejection of result of a semester/
shortage of attendance etc;.

e. Has completed all the semester without any break/discontinuity.

f. Has completed all the semester (I to last semester or 111 to last semester for lateral
entry students) in the University

g. Has not been transferred from any autonomous institution or from any other
University to the Sharnbasva University.

iv.  Total number of ranks awarded shall be 10% of the total number of students
appeared in final semester subject to the maximum of 10 ranks in a specialization.
v. For award the rank in specialization, a minimum of 10 students should have
appeared in the final semester examination.
Illustration.

a. If 1228 students appeared for the VIl semester in Electronics and Communication
Engineering Programme, the number of ranks to be awarded for Electronics and
Communication Engineering shall be 10.

b. If 90 students appeared for the VIII semester in Biomedical Engineering, the
number of ranks to be awarded for Biomedical Engineering will be 9.

c. If 10 or less students appeared for the final semester of any degree, the number of
ranks shall be awarded is one.

vi.  In case of fraction number of ranks, it is rounded to higher integer when the first

Vii.

decimal place value is greater than or equal to 5.

Ranks are awarded based on the merit of the students as determined CGPA. If two
or more students get the same CGPA, the tie shall be resolved by considering the
number of times student has obtained higher SGPA. If it is not resolved even at
this stage, the number of times student has obtained higher grades like S, A, B,
etc., shall be taken into account to decide the order of the rank.
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18. APPLICABILITY AND POWER TO MODIFY:

The regulations governing the degree of Bachelor of Engineering / Technology of
SUK shall be binding on all concerened.

Not withstanding any thing contained in the foregoing the university shall have
the power to issue directions /orders to address any difficulty.

Nothing in the foregoing may be construed as limiting the power of the University
to amend, modify or repeal any or all of the above.
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ENGINEERING MATHEMATICS-III

(Common to all branches)
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2019-20)

SEMESTER-III
Course Code : 19MAT31 CIE Marks : 50
Contact Hours/Week : 04 SEE Marks: 50
Total Hours: 50 Exam Hours: 03
Credits: 04

Course Learning Objectives:

This course will enable students to:

* Introduce most commonly used analytical and numerical methods in the different engineering
fields.

« Learn Laplace transform and Z-transforms, statistical methods, numerical methods.

« Solve the problem on Interpolation.

» To discuss the random variable and associated probability distributions.

Modules Teaching Revised
Hours Bloom’s
Taxonomy
(RBT)
Levels
Module - 1

LAPLACE TRANSFORMS : Definition, Transforms of | 10-Hours | L1 & L2
Elementary functions, properties, periodic function, Unit step
function, Unit impulse function.

INVERSE LAPLACE TRANSFORMS : Definition, Convolution
Theorem(without proof), Finding Inverse Laplace transform by
convolution Theorem. Solution of Linear Differential equations
using Laplace Transforms and Applications(5 Assignment
Problem).

Module - 2

Z- TRANSFORMS: Difference Equations ,Basic definitions, | 10 - Hours | L1 & L2
Damping rule, Shifting rule, Initial and Final Value
theorems(without proof) and problems. Inverse Z-transforms.
Applications of Z-transforms to solve difference equation(5
Assignment Problem).

Module - 3

STATISTICAL METHODS:Correlation-karl ~ Pearson’s co- | 10-Hours | L1 & L2
efficient of correlation problems.Regression analysis lines of
regression (without proof)-problems.

CURVE FITTING: Curve fitting by the method of least square.
Fitting of the curves of the form y =ax+b,y = ax? + bx +
c & y=ae’.

Numerical Methods: Numerical solution of algebraic and trans
cendental equations by Regula - Falsi Method and Newton-

Raphson method. (5 Assignment Problem).

Module - 4

FINITE DIFFERENCE: Forward and Backward differences, | 10 - Hours | L1 & L2
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Newton’s forward and backward interpolation formulae.Divided
difference-Newton’s divided difference formulae.Lagrange’s-
interpolation formula and inverse interpolation formula(all formula
without proof) problems.

NUMERICAL  INTEGRATION:Simpsons(3)"®, (3" rules,
Weddle’s rule (without proof) problems.(5 Assignment Problem).

Module -5

Probability  Distribution:Random  variables(discrete  and | 10 - Hours L3
continuous)  probability  mass/density  functions.  Binomial
distribution,  Poisson distribution. Exponential and Normal
distributions. Problems.(5 Assignment Problem).

Course outcomes: On completion of this course, students are able to:

« Know the use of Laplace transform and inverse Laplace transform in signal and image
processing.

« Explain the general linear system theory for continuous time signals and digital signal
processing using the Z-transform.

« Employ appropriate numerical methods to solve algebraic and transcendental equations.

» Apply Green's Theorem, Divergence Theorem and Stokes' theorem in various application
in the field of electro-magnetic and gravitational fields and fluid flow problems.

Question paper pattern:

 The question paper will have ten questions.

« Each full Question consisting of 16 marks

 There will be 2 full questions (with a maximum of four sub questions) from each module.

« Each full question will have sub questions covering all the topics under a module.

« The students will have to answer 5 full questions, selecting one full question from each module.

Text Books:
1. B.S. Grewal: Higher Engineering Mathematics, Khanna Publishers, 43rd Ed., 2015.
2. E. Kreyszig: Advanced Engineering Mathematics, John Wiley & Sons,10th Ed., 2015.

Reference Books:

1. N.P.Bali and Manish Goyal: A Text Book of Engineering Mathematics, Laxmi Publishers ,
7th Ed., 2010.

2. B.V.Ramana: "Higher Engineering Mathematics” Tata McGraw-Hill, 2006.

3. H. K. Dass and Er. Rajnish Verma: "Higher Engineering Mathematics”, S. Chand
publishing, 1st edition, 2011.

Web Link and Video Lectures:

1. http://nptel.ac.in/courses.php?disciplinelD=111
2. http://lwww.khanacademy.org/

3. http://www.class-central.com/subject/math
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DATA STRUCTURES IN C AND APPLICATIONS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)

SEMESTER - 111
Subject Code 18CS/1S32 CIE Marks 50
Number of Lecture
Hours/Week 04 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours
CREDITS - 04

Course objectives: This course will enable students

e To impart the basic concepts of data structures and algorithms.

e To understand concepts about searching and sorting techniques

e To understand basic concepts about stacks, queues, lists, trees and graphs.

e To enable them to write algorithms for solving problems with the help of fundamental data
structures

Module | Teaching
Hours

Introduction: Data Structures, Data structure Operations, Pointers and Dynamic
Memory Allocation, Data Abstraction. Arrays and structures :Arrays, dynamic
allocated arrays ,structures & unions, Polynomials and Sparse Matrices. Array 10
Operations: Traversing, inserting, deleting, searching, and sorting. Strings: Basic
Terminology, Storing, Programming Examples.

Module I1
Stacks & Queues :
Stacks: Definition, Stack Operations, Array Representation of Stacks, Stack
Applications: Polish notation, Infix to postfix conversion, evaluation of postfix 10

expression, Recursion: Factorial, Fibonacci Sequence, Tower of Hanoi, Ackerman's
function. Queues: Definition, Representation-array & linked representation of
gueues. Queue Operations, Circular Queues, Dequeues, Priority Queues.

Module 111

Linked Lists: Definition, Representation of linked lists in Memory, Memory
allocation; Linked list operations: Traversing, Searching, Insertion, and Deletion.
Doubly Linked lists and header linked lists. Linked Stacks and Queues. Applications 08
of Linked lists — Polynomials, Additional list operations-inverting singly linked list,
concatenating singly linked list. Sparse matrix representation.

Module IV

Trees: Definition, Representation of trees, Binary Trees, Properties of Binary trees,
Array and linked Representation of Binary Trees, Binary Tree Traversals - Inorder,
postorder, preorder; Additional Binary tree operations-copying binary tree, testing 10
equality. Threaded binary trees, Binary Search Trees — Definition, Insertion,
Deletion, Traversal, Searching.

Module V

Graphs: Definitions, Terminologies, Matrix and Adjacency List Representation Of
Graphs, Elementary Graph operations, Traversal methods: Breadth First Search and
Depth First Search. Sorting and Searching: Insertion Sort, Radix sort, selection 10
sort. Hashing: Hash Table organizations, Hashing Functions.

Course Outcomes

After studying this course, students will be able to:

CO 1: For a given Search problem (Linear Search and Binary Search) student will able to implement
it.

CO 2: For a given problem of Stacks, Queues and linked lists student will be able to implement its
applications.

CO 3: Students will be able to write functions on different types of trees and their operations.

CO 4: Student will be able to implement Graphs, Searching, Sorting, Hashing and their applications.
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Question paper pattern:
e The question paper will have ten questions.
e There will be 2 questions from each module.
e Each question will have questions covering all the topics under a module.
o The students will have to answer 5 full questions, selecting one full question from each
module.

Text Books:
1. Fundamentals of Data Structures in C - Ellis Horowitz and Sartaj Sahni, 2nd edition,
Universities Press, 2014,
2. Data Structures - Seymour Lipschutz, Schaum's Outlines, Revised 1st edition, McGraw Hill,
2014

Reference Books:
1. Data Structures: A Pseudo-code approach with C —Gilberg & Forouzan, 2nd edition, Cengage
Learning, 2014.
2. Data Structures using C, , Reema Thareja, 3rd edition Oxford press, 2012.
3. An Introduction to Data Structures with Applications- Jean-Paul Tremblay & Paul G.
Sorenson, 2nd Edition, McGraw Hill, 2013.
Data Structures using C - A M Tenenbaum, PHI, 1989.
5. Data Structures and Program Design in C - Robert Kruse, 2nd edition, PHI, 1996.

>
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ELECTRONICS CIRCUITS AND LOGIC DESIGN
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)

SEMESTER - 111
Subject Code 18CS/1S33 CIE Marks 50
Number of Lecture
Hours/Week 04 SEE Marks 50
Total Number of 48 Exam Hours ”
Lecture Hours
CREDITS - 04

Course objectives: This course will enable students to

» Recall and Recognize construction and characteristics of JFETs and MOSFETS and

differentiate with BJT

» Demonstrate and Analyze Operational Amplifier circuits and their applications

» Describe, Illustrate and Analyze Combinational Logic circuits, Simplification of
Algebraic Equations using Karnaugh Maps and Quine McClusky Techniques.

» Describe and Design Decoders, Encoders, Digital multiplexers, Adders and

Subtractors, Binary comparators, Latches and Master-Slave Flip-Flops.

» Describe, Design and Analyze Synchronous and Asynchronous Sequential.

» Explain and design registers and Counters, A/D and D/A converters.

Module |

Teaching
Hours

Field Effect Transistors: Junction Field Effect Transistors, MOSFETSs, Differences
between JFETs and MOSFETSs, Biasing MOSFETs, FET Applications, CMOS
Devices. Wave-Shaping Circuits: Integrated Circuit(IC) Multivibrators.

Introduction to Operational Amplifier: Ideal v/s practical Opamp, Performance
Parameters,.

10

Module 11

The Basic Gates: Review of Basic Logic gates, positive and negative logic
Introduction to HDL. Combinational Logic Circuits: Sum-of-Products Method, Truth
Table to Karnaugh Map, Pairs,

Quads, and Octets, Karnaugh Simplifications, Don’t-care Conditions, Product-of-sums
Method, Product-of-sums simplifications, Simplification by QuineMcClusky Method,
Hazards and Hazard covers, HDL Implementation Models.

10

Module 111

Data-Processing Circuits: Multiplexers, Demultiplexers, 1-of-16 Decoder, BCD to
Decimal Decoders, Seven Segment Decoders, Encoders, Exclusive-OR Gates, Parity
Generators and Checkers, Magnitude Comparator, Programmable Array Logic,
Programmable Logic Arrays, HDL Implementation of Data Processing Circuits.
Arithmetic Building Blocks, Arithmetic Logic Unit Flip- Flops: RS Flip-Flops, Gated
Flip-Flops, Edge-triggered RS FLIP-FLOP, Edge-triggered D FLIP-FLOPs, Edge-
triggered JK FLIPFLOPs.

08

Module IV

Flip- Flops: FLIP-FLOP Timing, JK Master-slave FLIP-FLOP, Switch Contact
Bounce Circuits, Various Representation of FLIP-FLOPs, HDL Implementation of
FLIP-FLOP. Registers: Types of Registers, Serial In - Serial Out, Serial In - Parallel
out, Parallel In - Serial Out, Parallel In - Parallel Out, Universal Shift Register,
Applications of Shift Registers, Register implementation in HDL. Counters:
Asynchronous Counters, Decoding Gates,3s.

10

Module V

Design of synchronous and asynchronous sequential circuits: model selection,
state transition diagram, state synthesis table design equation and circuit diagram,
implementation using read only memory.
D/A Conversion and A/D Conversion: Variable, Resistor Networks, Binary
Ladders, D/A Converters, D/A Accuracy and Resolution, A/D Converter-
Simultaneous Conversion, A/D Converter-Counter Method, Continuous A/D
Conversion, A/D Techniques, Dual-slope A/D Conversion .

10
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Course Outcomes

After Studying this course, students will be able to
CO 1: Acquire knowledge of
e JFETs and MOSFETs , Operational Amplifier circuits and their applications
e Combinational Logic, Simplification Techniques using Karnaugh Maps, Quine
McClusky technique.
e Operation of Decoders, Encoders, Multiplexers, Adders and Subtractors.
CO 2: Working of Latches, Flip-Flops, Designing Registers, Counters, A/D and D/A Converters.
CO 3: Analyze the performance of
e JFETs and MOSFETs , Operational Amplifier circuits
o Simplification Techniques using Karnaugh Maps, Quine McClusky Technique.
e Synchronous and Asynchronous Sequential Circuits.
CO 4: Apply the knowledge gained in the design of Counters, Registers and A/D & D/A converters

Question paper pattern:

The question paper will have ten questions.

e There will be 2 questions from each module.

e Each question will have questions covering all the topics under a module.

e The students will have to answer 5 full questions, selecting one full question from each
module.

Text Books:
1. Anil K Maini, Varsha Agarwal: Electronic Devices and Circuits, Wiley, 2012.
2. Donald P Leach, Albert Paul Malvino & Goutam Saha: Digital Principles and Applications,
8th Edition, Tata McGraw Hill, 2015

Reference Books:
1. Stephen Brown, Zvonko Vranesic: Fundamentals of Digital Logic Design with VHDL, 2™
Edition,Tata McGraw Hill, 2005.
2. R D Sudhaker Samuel: Illustrative Approach to Logic Design, Sanguine-Pearson, 2010.
3. M Morris Mano: Digital Logic and Computer Design, 10 th Edition, Pearson, 2008
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Computer Organization & Architecture
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)

SEMESTER — 111
Subject Code 18CS/I1S34 CIE Marks 50
Number of Lecture
Hours/Week 04 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours
CREDITS -04

Course objectives: This course will enable students

e How Computer Systems work & the basic principles
e Instruction Level Architecture and Instruction Execution.
e The current state of art in memory system design
e How I/O devices are accessed and its principles.
To provide the knowledge on Instruction Level Parallelism.

e To impart the knowledge on micro programming.
e Understand Concepts of advanced pipelining techniques, Computer Arithmetic and parallel
processing
Module | Teaching
Hours

Functional blocks of a computer: Functional units, Basic operational concepts, Bus
Structure, Software, and Performance.

Signed number representation, character representation. Memory location and address, 10
Instruction and sequencing, Basic 10 operations, Addressing Modes, Additional
Instructions: Shift and Rotate Instructions

Module 11

Basic Processing Unit: Single Bus Organization, Multiple Bus Organization,
Hardwired and micro-programmed design approaches.
Input Output Organization: Accessing I/0 devices, Interrupts, DMA, Buses.

10

Module 111

The Memory System: Semiconductor RAM memories (SDRAM, ADRAM), Cache
Memories, Performance Consideration.

Arithmetic: Addition and Subtraction of Signed Numbers, Design of Fast Adders, 10
Multiplication of Positive Numbers, Signed Operand Multiplication, Fast
Multiplication.

Module IV
Pipelining: Introduction, Major Hurdles of Pipelining, How is pipelining
implemented?, What makes pipeline hard to implement, Instruction Level 10
Parallelism: Concepts and Challenges.

Module V
Memory Hierarchy: Introduction, Cache Performance, Six basic Cache
Optimization, Virtual Memory, Memory Hierarchy Design: 10 Advanced 08

optimizations of cache performances.

Course Outcomes

After studying this course, students will be able to:

COL: Identify basic structure of computer and its performance measures.

CO2: Demonstrate functioning of different sub systems, such as processor, Input/output, and memory.
CO03: Understand the concepts of Pipelining and parallel processor.

CO4: Understand the concepts of Memory organization.

CO5: Understand the concepts of, Arithmetic Operations and Characters.

Question paper pattern:
e The question paper will have ten questions.
e There will be 2 questions from each module.
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e Each question will have questions covering all the topics under a module.
e The students will have to answer 5 full questions, selecting one full question from each
module.

Text Books:
1. Carl Hamacher, Z. Vranesic & S.Zaky, “Computer Organization”,5" Edition , Tata McGraw-
Hill Publishing Company Ltd. New Delhi, 2002.
2. John L. Hennessy and David A. Patterson, Computer Architecture: A quantitative approach,
5th edition, Morgan Kaufmann Elseveir, 2013

Reference Books:
1. Morris Mano, “Computer System Architecture”, PHI, 19862.William Stallings Computer
Organization & Architecture, 7" Edition , PHI 2006.
2. Kai Hwang and Naresh Jotwani, Advanced Computer Architecture (SIE): Parallelism,
Scalability, Programmability, McGraw Hill Education 3/e. 2015.
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Data Structures Lab
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)

SEMESTER — 111
Subject Code 18CSL/ISL35 CIE Marks 50
Number of Lecture
Hours/Week 02 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours
CREDITS - 01

Course objectives: This course will enable students

e To design, develop, test and debug in C/C++ language considering appropriate data structure.

o lllustrate and implement data types such as stack, queue and linked list and apply them for the
given problem.

« lllustrate and implement the trees and other data structures.

PART-A

Students are required to implement following programs using C/C++.
1. Implementation of stack ADT using arrays
2. Implementation of queue ADT using arrays
3. Implementation of List ADT
4. Implementation of Graph ADT using List
5. Implementation of tree ADT using List / Array

Part B

Application of Stack
1. Implementation of Infix to Postfix conversion.
2. Implementation of postfix evaluation.
Application of Queue
3. Implementation of Priority queue program using array.
4. Implementation of multiple stacks and queues
Application of List
5. Implementation of sparse matrix multiplication.
6. Implementation of Linked Lists menu driven program (stack and queue)
Application of Graph & Tree
7. Implementation of construction of expression tree using postfix expression.
8. Implementation of various operations on tree like — copying tree, counting the
number of nodes in the tree.
9. Implementation of Binary Heap program

Course Outcomes

After studying this course, students will be able to:

CO 1: Understand and explore the fundamental concepts of various data structures.

CO 2: Analyze and represent various data structures

CO 3: Design algorithms on different data structures like Stack, Queue, List, Tree and hashing.

CO 3: Implement programs with suitable data structure based on the requirements of the application
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Electronics Circuits & Logic Design Lab
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)

SEMESTER — 111
Subject Code 18CSL/ISL36 CIE Marks 50
Number of Lecture
Hours/Week 02 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours
CREDITS - 01

Course objectives: This course will enable students

PART A

1. A. Design and construct a Schmitt trigger using Op-Amp for given UTP and LTP values and
demonstrate its working.
B. Design and implement a Schmitt tri%ger using Op-Amp using a simulation package
for two sets of UTP and LTP values and demonstrate its working.

2. A. Design and construct a rectangular waveform generator (Op-Amp relaxation
oscillator) for given frequency and demonstrate its working.
B.Design and implement a rectangular waveform generator (Op-Amp relaxation
oscillator) using a simulation package and demonstrate the change in frequency when
all resistor values are doubled.

3. Design and implement an A stable multi vibrator circuit using 555 timer for a given
frequency and duty cycle.

PART B

1. Design and implement Half adder, Full Adder, Half Subtractor, Full Subtractor using basic
gates.

2. Given a 4-variable logic expression, simplify it using Entered Variable Map and realize the
simplified logic expression using 8:1 multiplexer IC.

3. Design and develop the Verilog /VHDL code for an 8:1 multiplexer. Simulate and verify it’s
working.

4. Design and implement code converter
I)Binary to Gray
1) Gray to Binary Code using basic gates.

5. Design and verify the Truth Table of 3-bit Parity Generator and 4-bit Parity Checker using
basic Logic Gates with an even parity bit.
6. a) Realize a J-K Master / Slave Flip-Flop using NAND gates and verify its truth table.
_ 'b) Design and develop the Verilog / VHDL code for D Flip-Flop with positive edge
triggering.

Course Outcomes

After studying this course, students will be able to:

CO 1: Use various Electronic Devices like Cathode ray Oscilloscope, Signal generators, Digital
Trainer Kit, Multimeters and components like Resistors, Capacitors, Op amp and Integrated Circuit.
CO2: Design and demonstrate various combinational logic circuits.

CO03: Design and demonstrate various types of counters and Registers using Flip-flops

CO4: Use simulation package to design circuits.

CO5: Understand the working and implementation of ALU.
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Unix Shell Programming Lab
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)

SEMESTER — 111
Subject Code 18CSL/ISL37 CIE Marks 50
Number of Lecture
Hours/Week 02 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours
CREDITS - 01

Course objectives: This course will enable students

To Study of UNIX basic Commands
To introduce Basic Unix general purpose Commands.
To write shell scripts to solve problems

Part A

uARwWN

Study of UNIX basic commands:

cal, date, echo, printf, bc, script, mailx, passwd, who, uname, tty, stty, pwd, cd, mkdir, rmdir,
Is, cat, cp, rm, mv, more, file, wc, od, cmp,comm, diff, chmod.

Study of vi editor.

Write a script to study if...else, if and case statements.

Write a script to study for, while and until.

Study the Filters for stream handling features of the shell for input and output.

E.g. pr, head, tail, cut, paste, sort, nl, unig, tr.

Part B

a) Write a Shell program to count number of user’s login and print first login user

information

b) Write Shell Script to read user name and find whether the user is currently working in the

2.
a)
b)
3.
a)
b)
4,
a)
b)
5.
a)
b)

system or not.

Write shell script for-

(i) Showing the count of users logged in.

(ii) Printing Column list of files in your home directory.

(iii) Listing your job with below normal priority.

(V) Continue running your job after logging out.

Write a shell script to create a file. Follow the instructions

(i) Input a page profile to yourself, copy it into other existing file;
(ii) Start printing file at certain line.

(iii) Print all the difference between two file, copy the two files.
(iv) Print lines matching certain word pattern.

Write a shell script that displays a list of all the files in the current directory to which the user
has read, write and execute permissions.

Write a shell script that accepts a file name, starting and ending line numbers as arguments
and displays all the lines between the given line numbers.

Write a shell script that receives any number of file names as arguments checks if every
argument is a file or directory, when it is a file, report no of lines in it.

Write a shell script that accepts a list of file names as its arguments, count and reports the
occurrence of each word that is present in the first argument file on other argument files.

Write a grep/egrep script to find the number of words character, words and lines in a file.
Write an egrep script to display list of files in the directory.
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a) Write an awk script to count the number of lines in a file that do not Contain vowels.

b) Write an awk script to find the number of characters, words and lines in a file.
7.

a) Write a Perl script to compute the power of a given number.

b) Write a Perl script to check a number is prime or not.

Course Outcomes

After studying this course, students will be able to:

COL1: Work on any Unix platform with confidence

CO2: Write effective scripts for their day to day jobs

CO03: Understand and use most of the Unix features and commands
COS5: Will be able to do Basic System administration.
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ENGINEERING MATHEMATICS-IV

(Common to all branches)
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2019-20)

SEMESTER-IV
Course Code : 19MAT41 CIE Marks : 50
Contact Hours/Week : | 04 SEE Marks: 50
Total Hours: 50 Exam Hours: 03
Credits: 04

Course Learning Objectives:

This course will enable students to:

* Learn Fourier series and Fourier transforms.

« Conversant with numerical methods to solve ordinary differential equations, complex
analysis, joint probability distribution and stochastic processes arising in science and
engineering.

Modules Teaching Revised
Hours Bloom’s
Taxonomy

(RBT) Levels

Module - 1

Fourier Series: Periodic functions, Dirichlet’s condition, Fou | 10-Hours |L1& L2
rier Series of periodicfunctions with period 2z and with arb
itrary period 2c. Fourier series of even and odd functio
ns  Half range Fourier Series, practical harmonic analysis(5
Assignment Problem).

Module - 2

Fourier Transforms: Infinite Fourier transforms, Fourier s | 10-Hours |L1& L2
ine and cosine transforms. Inverse Fourier-transform (5
Assignment Problem). Complex line Integrals: Cauchy’s
Integration theorem, Cauchy integral formula, Laurent’s Series,
types of singularities. Residue, Poles, Cauchy’s Residue
theorem (without proof ) and Problems.

Transformations: Bilinear transformations and problems.

Module - 3

Numerical Methods: Numerical solution of ordinary differe | 10-Hours | L1& L2
ntial equations of first order and first degree, Taylor’s serie
s method, modified Euler’s-method Runge Kutta method of
fourth order. Milne’s and Adams- Bashforth predictor and
corrector methods (No derivations of formulae). (5
Assignment Problem).

Module - 4

Numerical Methods: Numerical solution of second order | 10-Hours |L1&L2
ordinary differential equations, Runge- Kutta Method and
Milne’s Method, Numerical solution of P.D.E: Numerical
solution of heat equation, wave equation , problems. (5
Assignment Problem).

Module -5

Joint probability distribution: Joint Probability distributio | 10 - Hours L3
n for two discrete random variables, expectation,
covariance, correlation coefficient
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Stochastic process: Stochastic processes, probability vector,
stochastic matrices, fixed points, regular stochastic matrices,
Markov chains, higher transition probability- simple
problems.(5 Assignment Problem).

Course Outcomes: On completion of this course, students are able to:

« Know the use of periodic signals and Fourier series to analyze circuits and system

communications.

« Explain the general linear system theory for continuous time signals and digital signal
processing using the Fourier Transform.

« Solve first and second order ordinary differential equations arising in flow problems using
single step and multistep numerical methods.

 Understand the analyticity, potential fields, residues and poles of complex potentials in field
theory and electromagnetic theory.

« Describe bilinear transformation arising in aerofoil theory, fluid flow visualization and
image processing.

« Solve problems on probability distributions relating to digital signal processing, information
theory and optimization concepts of stability of design and structural engineering.

« Determine joint probability distributions and stochastic matrix connected with the
multivariable correlation problems for feasible random events.

« Define transition probability matrix of a Markov chain and solve problems related to
discrete parameter random process.

Question paper pattern:

* The question paper will have ten questions.

« Each full Question consisting of 16 marks

* There will be 2 full questions (with a maximum of four sub questions) from each module.

« Each full question will have sub questions covering all the topics under a module.

» The students will have to answer 5 full questions, selecting one full question from each module.

Text Books:
1. B.S. Grewal: Higher Engineering Mathematics, Khanna Publishers, 43rd Ed., 2015.
2. E. Kreyszig: Advanced Engineering Mathematics, John Wiley & Sons,10th Ed., 2015.

Reference Books:

1. N.P.Bali and Manish Goyal: A Text Book of Engineering Mathematics, Laxmi Publishers ,
7th Ed., 2010.

2. B.V.Ramana: "Higher Engineering Mathematics" Tata McGraw-Hill, 2006.

3. H. K. Dass and Er. Rajnish Verma: "Higher Engineering Mathematics”, S. Chand
publishing, 1st edition, 2011.

Web Link and Video Lectures:

1. http://nptel.ac.in/courses.php?disciplinelD=111
2. http://lwww.khanacademy.org/

3. http://www.class-central.com/subject/math
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DESIGN AND ANALYSIS OF ALGORITHMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)
SEMESTER - IV

Subject Code 18CS/1S42 CIE Marks

50

Number of Lecture
Hours/Week 04 SEE Marks

50

Total Number of

Lecture Hours 48 Exam Hours

03

CREDITS - 04

Course objectives: This course will enable students to

o Explain various computational problem solving techniques.
e Apply appropriate method to solve a given problem.
o  Describe various methods of algorithm analysis.

Module |

Teaching
Hours

Introduction: Notion of Algorithm, Review of Asymptotic Notations, Mathematical
analysis of Non-Recursive and recursive Algorithms with Examples. Important
Problem Types: Sorting, Searching, String processing, Graph Problems,
Combinatorial Problems. Fundamental Data Structures: Stacks, Queues, Graphs,
Trees, Sets and Dictionaries.

10

Module 11

Divide and Conquer: General method, Binary search, Recurrence equation for
divide and conquer, Finding the maximum and minimum , Merge sort, Quick sort ,
Advantages and Disadvantages of divide and conquer. Decrease and Conquer
Approach: Topological Sorting

10

Module 111

Greedy Method: General method, Coin Change Problem, Knapsack Problem, Job
sequencing with deadlines. Minimum cost spanning trees: Prim’s Algorithm,
Kruskal’s Algorithm . Single source shortest paths: Dijkstra's Algorithm . Optimal
Tree problem: Huffman Trees and Codes . Transform and Conquer Approach: Heaps
and Heap Sort

08

Module IV

Dynamic Programming: General method with Examples. Transitive Closure:
Warshall’s Algorithm, All Pairs Shortest Paths: Floyd's Algorithm, Knapsack
problem,Bellman-Ford Algorithm, Travelling Sales Person problem

10

Module V

Backtracking: General method , N-Queens problem , Sum of subsets problem ,
Graph coloring , Hamiltonian cycles . Branch and Bound: Assignment Problem,
Travelling Sales Person problem , 0/1 Knapsack problem : LC Branch and Bound
solution , FIFO Branch and Bound solution

10

Course Outcomes

After studying this course, students will be able to:

CO 1: Describe computational solution to well known problems like searching, sorting etc.

CO 2: Estimate the computational complexity of different algorithms.
CO 3: Devise an algorithm using appropriate design strategies for problem solving.

Question paper pattern:
e The question paper will have ten questions.
o There will be 2 questions from each module.
o Each question will have questions covering all the topics under a module.
[ )

The students will have to answer 5 full questions, selecting one full question from each

module.

Text Books:

1. Introduction to the Design and Analysis of Algorithms, Anany Levitin:, 2nd Edition, 2009.

Pearson.
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2. Computer Algorithms/C++, Ellis Horowitz, Satraj Sahni and Rajasekaran, 2nd Edition, 2014,

Universities Press/

Reference Books:
1. Introduction to Algorithms, Thomas H. Cormen, Charles E. Leiserson, Ronal L. Rivest,
Clifford
Stein, 3rd Edition, PHI.
2. Design and Analysis of Algorithms, S. Sridhar, Oxford (Higher Education).
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MICROPROCESSOR & MICROCONTROLLER
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)
SEMESTER - IV

Subject Code 18CS/1543 CIE Marks 50
Number of Lecture
Hours/Week 04 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours

CREDITS - 04

Course objectives: This course will enable students to

« To impart basic understanding of the internal organization of 8086/88
Microprocessor.

« To introduce the concepts of interfacing microprocessors with external devices.

o Todevelop Assembly language programming skills.

Module | Teaching
Hours

The x86 microprocessor: Brief history of the x86 family, Inside the
8088/86,Introduction to assembly programming, Introduction to Program Segments,
The Stack, Flag register, x86 Addressing Modes. Assembly language programming: 10
Directives & a Sample Program, Assemble, Link & Run a program, More Sample
programs, Control Transfer Instructions, Data Types and Data Definition,

Module 11

x86: Instructions sets description, Arithmetic and logic instructions and
programs: Unsigned Addition and Subtraction, Unsigned Multiplication and
Division, Logic Instructions,BCD and ASCII conversion, Rotate Instructions. INT 10
21H and INT 10H Programming: Bios INT 10H Programming , DOS Interrupt
21H. 8088/86 Interrupts,x86 PC and Interrupt Assignment.

Module 111

Signed Numbers and Strings: Signed number Arithmetic Operations, String
operations, Memory and Memory interfacing: Memory address decoding, data
integrity in RAM and ROM, 16-bit memory interfacing. 8255 I/O programming: I/O
addresses MAP of x86 PC’s, programming and interfacing the 8255.

08

Module IV

Microprocessors versus Microcontrollers, ARM Embedded Systems :The RISC
design philosophy, The ARM Design Philosophy, Embedded System Hardware,
Embedded System Software, ARM Processor Fundamentals : Registers , Current
Program Status Register , Pipeline, Exceptions, Interrupts, and the Vector Table.

10

Module V

Introduction to the ARM Instruction Set : Data Processing Instructions ,Branch
Instructions, Software Interrupt Instructions, Program Status Register Instructions 10
Coprocessor Instructions, Loading Constants.

Course Outcomes

After studying this course, students will be able to:

CO 1: Differentiate between microprocessors and microcontrollers
CO 2: Develop assembly language code to solve problems

CO 3: Interface microprocessors with various external devices.
CO 4: Analyze and compare the features of microprocessors.

e CO-5: Demonstrate interrupt routines for interfacing devices! |

Question paper pattern:
e The question paper will have ten questions.
o There will be 2 questions from each module.




e Each question will have questions covering all the topics under a module.
e The students will have to answer 5 full questions, selecting one full question from each
module.

Text Books:
1. Muhammad Ali Mazidi, Janice Gillispie Mazidi, Danny Causey, The x86 PC Assembly
Language Design and Interfacing, 5th Edition, Pearson, 2013.
2. ARM system developers guide, Andrew N Sloss, Dominic Symes and Chris Wright,
Elsevier, Morgan Kaufman publishers, 2008.

Reference Books:
1. Douglas V. Hall: Microprocessors and Interfacing, Revised 2nd Edition, TMH, 2006.
2. Ayala: The 8086 Microprocessor: programming and interfacing - 1st edition,

Cengage Learning

The Definitive Guide to the ARM Cortex-M3, by Joseph Yiu, 2nd Edition , Newnes, 2009
The Insider’s Guide to the ARM?7 based microcontrollers, Hitex Ltd.,lSt edition, 2005

ARM System-on-Chip Architecture, Steve Furber, Second Edition, Pearson, 2015
Architecture, Programming and Interfacing of Low power Processors- ARM7, Cortex-M and
MSP430, Lyla B Das Cengage Learning, 1% Edition.

o vk W
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JAVA PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 -2018)
SEMESTER - IV

Subject Code 18CS/1S44 CIE Marks 50
Number of Lecture 04 SEE Marks 50
Hours/Week
Total Number of Lecture 48 Exam Hours 03
Hours

CREDITS -04

Course objectives: This course will enable students to

o Learn fundamental features of object oriented language and JAVA

Set up Java JDK environment to create, debug and run simple Java programs.
Learn object oriented concepts using programming examples.

Study the concepts of importing of packages and exception handling mechanism.
Discuss the String Handling examples with Object Oriented concepts.

Module |

Teaching
Hours

An Overview of Java: Object-Oriented Programming, A First Simple Program, A
Second Short Program, Two Control Statements, Using Blocks of Code, Lexical Issues,
The Java Class Libraries, Data Types, Variables, and Arrays: Java Is a Strongly Typed
Language, The Primitive Types, Integers, Floating-Point Types, Characters, Booleans, A
Closer Look at Literals, Variables, Type Conversion and Casting, Automatic Type
Promotion in Expressions, Arrays, A Few Words About Strings

10

Module 11

Operators: Arithmetic Operators, The Bitwise Operators, Relational Operators, Boolean
Logical Operators, The Assignment Operator, The ? Operator, Operator Precedence,
Using Parentheses, Control Statements: Java’s Selection Statements, Iteration
Statements, Jump Statements. Introducing Classes: Class Fundamentals, Declaring
Obijects, Assigning Object Reference Variables, Introducing Methods, Constructors, The
this Keyword, Garbage Collection, The finalize( ) Method, A Stack Class

10

Module 111

A Closer Look at Methods and Classes: Overloading Methods, Using Objects as
Parameters, A Closer Look at Argument Passing, Returning Objects, Recursion,
Introducing Access Control, Understanding static, Introducing final, Arrays Revisited,
Inheritance: Inheritance, Using super, Creating a Multilevel Hierarchy, When
Constructors Are Called, Method Overriding, Dynamic Method Dispatch, Using
Abstract Classes, Using final with Inheritance, The Object Class.

10

Module IV

Packages and Interfaces: Packages, Access Protection, Importing Packages, Interfaces,
Exception Handling: Exception-Handling Fundamentals, Exception Types, Uncaught
Exceptions, Using try and catch, Multiple catch Clauses, Nested try Statements, throw,
throws, finally, Java’s Built-in Exceptions, Creating Your Own Exception Subclasses,
Chained Exceptions, Using Exceptions.

08

Module V

The Applet Class: Introduction, Two types of Applets; Applet basics; Applet
Architecture; An Applet skeleton; Simple Applet display methods; Requesting
repainting; Using the Status Window; The HTML APPLET tag; Passing parameters to
Applets; getDocumentbase() and getCodebase(); ApletContext and showDocument();
The AudioClip Interface; The AppletStub Interface; Output to the Console. String

10
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Handling: The String Constructors, String Length, Special String Operations, Character
Extraction, String Comparison, Searching Strings, Modifying a String, Data Conversion
Using valueOf( ), Changing the Case of Characters Within a String , Additional String
Methods, StringBuffer, StringBuilder.

Course Outcomes

The students shall able to:

CO1.: Explain the object-oriented concepts and JAVA.

CO2: Develop computer programs to solve real world problems in Java.

CO3: Develop simple GUI interfaces for a computer program to interact with users

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering all the topics under a module.

The students will have to answer 5 full questions, selecting one full question from each module.

Text Books:
1. Herbert Schildt, Java The Complete Reference, 7th Edition, Tata McGraw Hill, 2007.
(Chapters 2, 3, 4,5, 6,7, 8, 9,10, 12,13,15)

Reference Books:

1. Mahesh Bhave and Sunil Patekar, "Programming with Java", First Edition, Pearson
Education,2008, ISBN:9788131720806.

2.RajkumarBuyya,SThamarasiselvi, xing chenchu, Object oriented Programming with java, Tata
McGraw Hill education private limited.

3. E Balagurusamy, Programming with Java A primer, Tata McGraw Hill companies.

4. Anita Seth and B L Juneja, JAVA One step Ahead, Oxford University Press, 2017.
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MICROPROCESSOR AND MICROCONTROLLER LAB
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)
SEMESTER - IV

Subject Code 18CSL/ISL45 CIE Marks 50
Number of Lecture
Hours/Week 02 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours

CREDITS -01

Course objectives: This course will enable students to

e Demonstration and Explanation of hardware components ,8086 architecture, pin diagram
o Develop and execute the following programs using 8086 Assembly Language. Any suitable
assembler like MASM/TASM/8086 kit or any equivalent software may be used.

Laboratory Session-1: Write-up on Microprocessors, 8086 Functional block diagram, Pin diagram
and description. The same information is also taught in theory class; this helps the students to
understand better

Laboratory Session-2:  Write-up on Instruction group, Timing diagrams, etc. The same
information is also taught in theory class; this helps the students to understand better.

Note: These TWO Laboratory sessions are used to fill the gap between theory classes and
practical sessions. Both sessions are to be evaluated for 20 marks as lab experiments.

PART - A
1. Design and develop an assembly language program to search a key element “X” in a list of
‘n’ 16-bit numbers. Adopt Binary search algorithm in your program for searching.
2. Design and develop an assembly program to sort a given set of ‘n’ 16-bit numbers in

ascending order. Adopt Bubble Sort algorithm to sort given elements.

3. Design and develop an assembly language program to read the current time and Date from the
system and display it in the standard format on the screen.

4. Develop an assembly language program to reverse a given string and verify whether it is a
palindrome or not. Display the appropriate message.

5. Design an assembly language program to compute nCr using recursive procedure. Assume
that ‘n” and ‘r’ are non-negative integers.

6. Design an assembly language program to create a file and delete an existing file.

7. To write and simulate C Program to ARM microprocessor using KEIL. (Demonstrate with the
help of suitable program)

PART - B

1. Design and develop an assembly program to read the status of two 8-bit inputs (X & Y) from
the Logic Controller Interface and display X*Y.

2. Design and develop BCD Up-Down counter using Logic Controller Interface.

3. Design and develop an assembly program to display messages “FIRE” and “HELP”
alternately with flickering effects on a 7-segment display interface for a suitable period of
time.

4. To interface stepper motor with ARM processor- ARM7TDMI/LPC2148. Write a program to
rotate stepper motor.

Course Outcomes

The students should be able to:

CO 1: Program a microprocessor to perform arithmetic, logical and data transfer applications.
CO 2: Understand assembler directives, DOS Interrupts, branch and loop operations.

CO 3: Interface a microprocessor to various devices for simple applications.

CO 4: Effectively utilize microprocessor peripherals.

CO 5: Utilize procedures and macros for modular programming
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JAVA PROGRAMMING LAB
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)
SEMESTER - IV

Subject Code 18CSL/ISL46 CIE Marks 50
Number of Lecture
Hours/Week 02 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours

CREDITS - 01

Course objectives: This course will enable students

e Learn fundamental features of object oriented language and JAVA
e Set up Java JDK environment to create, debug and run simple Java programs.
Learn object oriented concepts using programming examples

PART - A
1. a. Write a JAVA program to implement class mechanism. —Create a class, methods and invoke
them inside main method.
b. Write a JAVA program to implement shift operators in JAVA
2. a. Write a JAVA program to implement constructor overloading.
b. Write a JAVA program to implement for-each loop to compute average of n natural numbers.
3. a. Write a JAVA program to implement multi level Inheritance.
b. Write a JAVA program for abstract class to find areas of different shapes.
4. a. Write a JAVA program that describes exception handling mechanism.
b. Write a JAVA program to implement break and continue statements.
5. a. Write a JAVA program using 10 Streams.
b. Write a JAVA program using files.

PART - B (Implement the following in JAVA)

1. Write a JAVA program that creates threads by extending Thread class .First thread display
“Good Morning “every 1 sec, the second thread displays “Hello “every 2 seconds and the
third display “Welcome” every 3 seconds,(Repeat the same by implementing Runnable.

2. Write a JAVA program Producer Consumer Problem.

3. Write a JAVA program to create an applet and set its background color and foreground color
displaying a message

4. A. Write a JAVA program to demonstrate key event handlers using delegation event model.

The students should be able to:

CO 1: Implement the java program using constructor, inheritance.
CO2: Implement the java program using exception handling.
CO2: Implement the java program using threads.
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DESIGN AND ANALYSIS OF ALGORITHM LAB
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)
SEMESTER - IV

Subject Code 18CSL/ISL47 CIE Marks 50
Number of Lecture
Hours/Week 02 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours

CREDITS - 01

Course objectives: This course will enable students

e Design and implement various algorithms in JAVA
o Employ various design strategies for problem solving.
o Measure and compare the performance of different algorithms.

PART - A

1. Design a program to search a key element of n integers using binary search algorithm and
compute time complexity

2. Design a program to Sort a given set of n integer elements using Quick Sort method and
compute its time complexity.

3. Design a program to sort set of n integer elements using Merge Sort method and compute
its time complexity.

4. Implement the 0/1 Knapsack problem using
(@) Dynamic Programming method.
(b) Greedy method.

5. Design a program to print all the node reachable from a given starting node in a given
digraph using DFS method.

PART - B (Implement the following in JAVA)
1. Write a Program find shortest paths to other vertices using Dijkstra's algorithm.

(a) Write a program to find a Minimum Cost Spanning Tree of a given connected
undirected graph using Kruskal's algorithm.
(b) Write a program to find Minimum Cost Spanning Tree of a given connected
undirected graph using Prim's algorithm.
3. Write a program to
(a) Implement All-Pairs Shortest Paths problem using Floyd's algorithm.
(b) Implement transitive closure using warshall Algorithm.
4. Design and implement to find a subset of a given set.
5. Implement Travelling Salesman problem using Dynamic program.

Course Outcomes

The students should be able to:

CO 1: Design algorithms using appropriate design techniques (brute-force, greedy, dynamic
programming, etc.)

CO 2: Develop variety of algorithms such as sorting, graph related, combinatorial, etc., in a high
level language.

CO 3: Analyze and compare the performance of algorithms using language features.

CO 4: Apply and implement learned algorithm design techniques and data structures to solve
real-world problems. Will be able to do Basic System administration.
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ADDITIONAL MATHEMATICS - |
(B.Tech. 111 semester Common to all branches)
(A Bridge course for Lateral Entry students of 111 Sem. B. Tech.)

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2019-20)

Course Code : 19MATDIP31 CIE Marks : 00
Contact Hours/Week : 03 SEE Marks:
100

Total Hours:40 Exam Hours:03
Semester : 111 Credits: 00

Course Learning Objectives:

This course will enable students to:

» Acquire basic concepts of complex trigonometry, vector algebra, differential & integral
calculus and vector differentiation.

« Evaluation of double and triple integrals.

« know the basic concepts of partial differential equations.

To develop the knowledge of matrices and linear algebra in compressive manner.

To understand the essential concept of linear algebra.

MODULE-I
Complex Trigonometry-1:
Complex Numbers: Definition and Properties . Modulus and Amplitude of complex number,
Argand’s diagram , De-Moivre’s theorem ( without proof’)
Vector Analysis : Scalar and Vectors. Vector addition and subtraction. Multiplication of
vectors ( Dot and Cross products) Scalar and vector triple products- simple problems,
Vector Differentiation : Gradient, Divergence and Curl.

8 - Hours

MODULE-II
Differential Calculus:
Review of successive differentiation. Formulae of N™ derivatives of standard functions-
Leibnitz’s theorem ( without proof).
Polar Curves: Expression for Angle between radius vector and tangent, length of
perpendicular from pole to the tangent, angle between two polar curves, Pedal Equation of
polar curves and problems. Taylor’ and Maclaurin’s seires expansions.

8 - Hours

MODULE-III
Partial Differentiation :
Definitions of Partial Differentiation, Direct and Indirect partial derivatives, Symmetric
functions, Homogeneous function and Euler’s theorem on homogeneous function. Total
Derivative of composite and implicit function. Jacobian.

8 - Hours
MODULE-IV

44



Integral Calculus:

A A
Reduction Formulae of [, /2 Sin*xdx, N /2 Cos™xdx , and Statement of Reduction formulae

foﬂ/z Sin™xCos™xdx and Problems.

Double and Triple integral- simple problems. 8 - Hours
MODULE-V
Linear Algebra:

Basic concepts of matrices- Rank of matrix by elementary row transformations-
Echelon form. Consistency of system of Linear equations. Solution of system linear equations
by Gauss Elimination method, Linear Transformation, Cayley- Hamilton theorem to
compute inverse of matrix. Eigen values and Eigen vector, Largest eigen values of eigen
vectors by Reyleigh’s Power method. 8 - Hours

Course outcomes:
On completion of the course, students are able to:
« Understand the fundamental concepts of complex numbers and vector algebra to analyze
the
problems arising in related area.
 Use derivatives and partial derivatives to calculate rates of change of multivariate function
S.
« Learn techniques of integration including double and triple integrals to find area, volume,
mass and moment of inertia of plane and solid region.
» Analyze position, velocity and acceleration in two or three dimensions using the calcu
lus
of vector valued functions.
 Recognize and solve first-order ordinary differential equations occurring in different
branches
of engineering.
+ Solve systems of linear equations in the different areas of linear algebra.
Question paper pattern:
 The question paper will have ten questions.
Each full Question consisting of 20 marks
There will be 2 full questions (with a maximum of four sub questions) from each module.
Each full question will have sub questions covering all the topics under a module.
The students will have to answer 5 full questions, selecting one full question from each
module.

Text Book:

B.S. Grewal: Higher Engineering Mathematics, Khanna Publishers, New
Delhi, 43rd Ed., 2015.

Reference Books:
1. E. Kreyszig: Advanced Engineering Mathematics, John Wiley & Sons, 10th Ed., 201
5.

2. N.P.Bali and Manish Goyal: Engineering Mathematics, Laxmi Publishers, 7th Ed.,
2007.

45



ADDITIONAL MATHEMATICS - 1l
(B.Tech. 111 semester Common to all branches)
(A Bridge course for Lateral Entry students of IV Sem. B.Tech.)

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2019-20)

Course Code : 19MATDIP41 CIE Marks : 00
Contact Hours/Week : 03 SEE Marks:
100

Total Hours:40 Exam Hours:03
Semester : 1V Credits: 00

Course Learning Objectives:

This course will enable students to:

Solve first order differential equations. .

Solve second and higher order differential equations.

Understand and solve the partial differential equation.

To acquire the knowledge of elementary probability theory.

Know the basic concepts of evaluation of double and triple integrals.

MODULE-I
Differential Equation-1:-
Solution of first order and first degree differential equations: Variable separable,
Homogeneous, Exact and Reducible to exact differential equation, Linear differential
equation. Applications of first order first degree differential equations: Newton’s law of
cooling.
8 - Hours
MODULE-II
Differential Equations-2:-Solution of second & higher order Ordinary linear differential
equation with constant co-efficients.Method of variation of parameters. Solution of
homogeneous LDE by Power series solution Method.
8 - Hours
MODULE-III
Partial Differential Equations(PDE’s):- Formation of PDE by eliminating arbitrary
constant & functions, Solution of Non-homogeneous PDE by direct integration, solution of
homogeneous PDE with respect to one independent variable only. Derivation of one
dimensional wave equation and heat equation and Various possible solution of wave & heat
equations by methods of separation of variables.
8 - Hours

MODULE-IV
Improper Integrals: Beta and gamma functions and its properties and examples.
Evaluation of double integral over a specific region, changing the order of integration ,
changing into polar form.
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8 - Hours
MODULE-V
Probability: Introduction , Sample space and Events. Axioms of Probability, Addition &
Multiplication theorems. Conditional probability- illustrative examples. Baye’s theorem-
examples.
8 —Hours

Course Outcomes:

On completion of this course, students are able to:

+ Solve first order differential equations in the different areas of Engineering.

« Solve second and higher order differential equations occurring in of electrical circuits,
damped/un-damped vibrations.

« Solve second order partial differential equations in the different areas in the real world.
+ Recall basic concepts of elementary probability theory and, solve problems related tothe
decision theory, synthesis and optimization of digital circuits.

* To find the surface area and volume of 3D objects.

Question paper pattern:

» The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum of four subquestions) from each module.
Each full question will have sub questions covering all the topicsunder a module.

The students will have to answer 5 full questions, selecting one full question from each
module.

Text Book:
B.S. Grewal: Higher Engineering Mathematics, Khanna Publishers, 43rd
Ed., 2015.

Reference Books:

1. E. Kreyszig: Advanced Engineering Mathematics, John Wiley & Sons,
10th Ed., 2015.

2. N.P.Bali and Manish Goyal: A Text Book of Engineering Mathematics,
Laxmi Publishers,7th Ed., 2007.
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DATA BASE MANAGEMENT SYSTEM
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)

SEMESTER -V
Subject Code 18CS/1S51 CIE Marks 50
Number of Lecture
Hours/\Week 03 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours
CREDITS - 04

Course objectives: This course will enable students

o To learn the fundamentals of data models and to represent a database system using ER

diagrams.
e To study SQL and relational database design.

« To understand the internal storage structures using different file and indexing techniques

which will help in physical DB design.

e To understand the fundamental concepts of transaction processing- concurrency control

techniques and recovery procedures.

o To have an introductory knowledge about the Storage and Query processing Techniques

Module |

Teaching Hours

Introduction to Databases: Introduction, Characteristics of database
approach, Advantages of using the DBMS approach. History of database
applications.

Overview of Database Languages and Architectures: Data Models,
Schemas, and Instances. Three schema architecture and data independence,
database languages, and interfaces.

Conceptual Data Modeling using Entities and Relationships: Entity types,
Entity sets,attributes, roles, and structural constraints, Weak entity types, ER
diagrams,

examples, Specialization and Generalization.

RBT: L1, L2, L3.

10Hours

Module 11

Relational Model: Relational Model Concepts, Relational Model Constraints
and relational database schemas, Update operations, transactions, and dealing
with constraint violations.

Mapping Conceptual Design into a Logical Design: Relational Database
Design using ER-to-Relational mapping. SQL: SQL data definition and data
types, specifying constraints in SQL, retrieval queries in SQL, INSERT,
DELETE, and UPDATE statements in SQL, Additional features of SQL.
SQL.: Advances Queries: More complex SQL retrieval queries, Specifying
constraints as assertions and action triggers, Views in SQL, Schema change
statements in SQL.

RBT: L1, L2, L3.

10 Hours

Module 111

Database Application Development: Accessing databases from
applications, An introduction to JDBC, JDBC classes and interfaces, SQLJ,
Stored procedures, Case study: The internet Bookshop.

Functional Dependencies and Normalization for Relational Databases:
Informal Design Guidelines for Relation Schemas, Functional Dependencies,

08 Hours




And Normal Forms Based on Primary Keys, General Definitions of Second
and Third Normal Forms, Boyce-Code Normal Form.
RBT: L1, L2, L3

Module IV

Database Design Algorithms: Properties of Relational Decompositions,
Algorithms for Relational Database Schema Design, Nulls, Dangling tuples,
Further discussion of Multivalued dependencies and 4NF, Other
dependencies and Normal Forms

Transaction Management — Introduction to Transaction processing, 10 Hours
Transaction and system concepts, Desirable properties of Transactions,
characterizing schedules based on recoverability and Serializability.

RBT: L1 L2 L3.

Module V

Concurrency Control in Databases: Two-phase locking techniques for
Concurrency control, Concurrency control based on Timestamp ordering,
Multiversion Concurrency control techniques, Validation Concurrency
control techniques, Granularity of Data items and Multiple Granularity
Locking.

Database Recovery Techniques: Recovery Concepts, Recovery techniques
based on Deferred update, Recovery techniques based on immediate update,
Shadow paging, Database backup and recovery from catastrophic failures.

10 Hours

RBT: L1 L2, L3.

Course Outcomes

After studying this course, students will be able to:

CO 1: Identify, analyze and define database objects, enforce integrity constraints on a database
using RDBMS.

CO 2: Use Structured Query Language (SQL) for database manipulation.

CO 3: Design and build simple database systems

CO 4: Develop application to interact with databases.

Question paper pattern:
e The question paper will have ten questions.
e There will be 2 questions from each module.
e Each question will have questions covering all the topics under a module.

e The students will have to answer 5 full questions, selecting one full question from each
module.

Text Books:
1. . Fundamentals of Database Systems, RamezEImasri and Shamkant B. Navathe, 7th
Edition, 2017, Pearson.
2. 2. Database management systems, Ramakrishnan, and Gehrke, 3rd Edition, 2014,
McGraw Hill

Reference Books:
1. SilberschatzKorth and Sudharshan, Database System Concepts, 6th Edition, McGrawHill,
2013.




2. Coronel, Morris, and Rob, Database Principles Fundamentals of Design, Implementation
and Management, Cengage Learning 2012.




COMPUTER NETWORKS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)

SEMESTER -V
Subject Code 18CS/1S52 CIE Marks 50
Number Lecture Hour/Week | 03 SEE Marks 50
Number of Lecture Hours 48 Exam Hours 03
CREDITS-02

Course objectives:

e Demonstration of application layer protocols.
e Discuss transport layer services and understand UDP and TCP protocols.
e Explain routers, IP and Routing Algorithms in network layer.
e Demonstration of application layer protocols
e Discuss transport layer services and understand UDP and TCP
Modules Teaching
Hours
Module -1
Introduction - Hardware and software, Data communication, Networking, Protocols
and Protocol architecture, standards. Data transmission concepts. Analog and digital | 10 Hours
transmission. Transmission impairments. Layered Architecture of Computer
Networks, OSI and TCP/IP architectures
Module -2
Physical Layer and Data link Layer — 1 - Guided transmission media and wireless
transmission, Multiplexing, Spread spectrum. Switching: Introduction, Circuit-
Switched networks, packet switching. Data link layer: Introduction, Link-layer | 10 Hours
addressing. error detection and Correction: Introduction, Block Coding, Cyclic codes, L1,L2
checksum, forward error correction
Module -3
Data Link Layer-2: DLC services, Data Link layer protocols, HDLC, PPP, Random | 10 Hours
access, Controlled access, Channelization, Ethernet protocol, Standard Ethernet, Fast L1,L2
Ethernet.
Module-4
10 Hours
Network and Transport Layer: Network layer services, Packet switching, Network | L1, L2
layer performance, IPV4 addresses, Forwarding of IP packets, IP, ICMPv4,Mobile
IP. Unicast routing: Introduction, Routing algorithms, Unicast routing protocols
Module-5
Transport Layer and Application Layer: IPv6 addressing, IPv6 protocol,
transport layer protocols: Introduction, UDP, TCP, Standard Client-server protocols: | 08 Hours

WWW and HTTP, FTP, Electronic mail, DN




L1,L2

Course outcomes:
At the end of the course the student will be able to:
CO 1: lllustrate basic computer network technology.
CO 2: Identify the different types of network topologies and protocols.
CO 3: Enumerate the layers of the OSI model and TCP/IP functions of each layer.
CO 4: Explain principles of application layer protocols
CO 5: Recognize transport layer services and infer UDP and TCP protocols and Classify routers, IP
and Routing Algorithms in network layer

Text Books:
1. Data communication & Networks , by Behrouz A. Forouzan, Tata McGraw Hill. 2002 .

Reference Books:

1. Data Communications, Computer networking on OSI, by Fred Halsall, Addison Wesley
Publishing Co. 1998.

2. Computer Networking -A Top-Down Approach Featuring the Internet, James F. Kurose and
Keith W. Ross , Addison Wesley Publishing Co. 2004

3. Computer Networks: Protocols standards and interfaces, by Uyless Black, Prentice Hall
2002.

4. Computer Networks, by Andrew S. Tanenbaum, PHI. (2010)
5. Data and Computer Communications, by Walliam Stallings, PHI. (2002)
WEB PROGRAMMING LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2019-2020)
SEMESTER -V
Subject Code 18CS/IS55 CIE Marks 50
Number of Lecture
Hours/\Week 02 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours
CREDITS -02
PART-A

1. Write a JavaScript to design a simple calculator to perform the following operations:
sum, product, difference and quotient.

2. Write a JavaScript that calculates the squares and cubes of the numbers from 0 to 10 and
outputs HTML text that displays the resulting values in an HTML table format.

3. Write a JavaScript code that displays text “TEXT-GROWING” with increasing font size
in the interval of 100ms in RED COLOR, when the font size reaches 50pt it displays
“TEXT-SHRINKING” in BLUE color. Then the font size decreases to 5pt.

4. Develop and demonstrate a HTML5 file that includes JavaScript script that uses
functions for the following problems:

a. Parameter: A string

b. Output: The position in the string of the left-most vowel




c. Parameter: A number
d. Output: The number with its digits in the reverse order

5. Design an XML document to store information about a student in an engineering college
affiliated to VTU. The information must include USN, Name, and Name of the College,
Branch, Year of Joining, and email id. Make up sample data for 3 students. Create a CSS
style sheet and use it to display the document.

6. Write a PHP program to keep track of the number of visitors visiting the web page and
to display this count of visitors, with proper headings.

7. Write a PHP program to display a digital clock which displays the current time of the
server.

8. Write the PHP programs to do the following:
a. Implement simple calculator operations.

b. Find the transpose of a matrix.

c. Multiplication of two matrices.

d. Addition of two matrices.

9. Write a PHP program named states.py that declares a variable states with value
"Mississippi Alabama Texas Massachusetts Kansas". write a PHP program that does the
following:

a. Search for a word in variable states that ends in xas. Store this word in element 0 of a list
named statesL.ist.

b. Search for a word in states that begins with k and ends in s. Perform a caseinsensitive
comparison. [Note: Passing re.las a second parameter to method compile performs a case-
insensitive comparison.] Store this word in elementl of statesL.ist.

c. Search for a word in states that begins with M and ends in s. Store this word in element 2
of the list.

d. Search for a word in states that ends in a. Store this word in element 3 of the list.

10. Write a PHP program to sort the student records which are stored in the database using
selection sort.

Course Outcomes

e Design and develop dynamic web pages with good aesthetic sense of designingand
latest technical know-how's.

e Understand the concepts of Web Application Terminologies, Internet Tools
otherweb services.

e Recall how to link and publish web sites

Conduct of Practical Examination:

e Experiment distribution

o For laboratories having only one part: Students are allowed to pick one
experiment from the lot with equal opportunity.

e  For laboratories having PART A and PART B: Students are allowed to pick one
experiment from PART A and one experiment from PART B, with equal
opportunity.

e Change of experiment is allowed only once and marks allotted for procedure to be made
zero of the changed part only.
o Marks Distribution (Courseed to change in accoradance with university regulations)




For laboratories having only one part — Procedure + Execution + Viva-Voce: 15+30+5 =
50 Marks

For laboratories having PART A and PART B

i Part A — Procedure + Execution + Viva =6 + 12 + 2 = 20 Marks

ii. Part B — Procedure + Execution + Viva =7 + 20 + 3= 30 Marks




DATABASE MANAGEMENT LAB
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2019-2020)
SEMESTER - VI

Subject Code 18CSL57 CIE Marks 50
Number of Lecture
Hours/Week 02 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours
CREDITS - 02

Objectives:

e Able to understand the Knowledge about basic SQL fundamentals and table operations.

e Able to understand the implementation of Various SQL commands

e Understand the working of Commit and Rollback

e Understand the implementation of nested queries and transactions.

1. Write the queries for Data Definition and Data Manipulation language.

2. Write SQL queries using Logical operators (=,,etc.).

3. Write SQL queries using SQL operators (Between.... AND, IN(List), Like, IS NULL and also
with negating expressions ).

4. Write SQL query using character, number, date and group functions.

5. Write SQL queries for Relational Algebra (UNION, INTERSECT, and MINUS, etc.).

6. Write SQL queries for extracting data from more than one table (Equi-Join, Non-EquiJoin , Outer
Join)

7. Write SQL queries for sub queries, nested queries.

8. Write programs by the use of PL/SQL.

9. Concepts for ROLL BACK, COMMIT & CHECK POINTS

10. Create VIEWS, CURSORS, and TRIGGRS & write ASSERTIONS.

11. Create FORMS and REPORTS.

12. Creation, altering and droping of tables and inserting rows into a table (use constraints while
creating tables) examples using SELECT command.

Course Outcomes

After studying this course, students will be able to:
¢ Knowledge about basic SQL fundamentals and table operations.
e Practical implementation of SQL commands and understanding about the working various
operators like AND, IN, UNION, INTERSECT etc.
e Knowledge about the working of COMMIT and ROLLBACK
e Implementation of nested queries and handling online transactions.

Conduct of Practical Examination:




Experiment distribution
e For laboratories having only one part: Students are allowed to pick one experiment from
the lot with equal opportunity.

e For laboratories having PART A and PART B: Students are allowed to pick one
experiment from PART A and one experiment from PART B, with equal opportunity.
Change of experiment is allowed only once and marks allotted for procedure to be made zero of

the changed part only.

Marks Distribution (Course to change in accordance with university regulations)

For laboratories having only one part — Procedure + Execution + Viva-Voce: 15+30+5 =
50Marks




Computer Networks Lab
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2019-2020)
SEMESTER -V

Subject Code 18CSL58 CIE Marks 50
Number of Lecture
Hours/\Week 02 SEE Marks 50
Total Number of 48 Exam Hours 03
Lecture Hours

CREDITS -02

PART-A

Objectives:

To understand the functionalities of various layers of OSI model
To understand the operating system functionalities

Implement the following using C/C++ or equivalent with LINUX/ Windows environment:

13

14

15.
16.
17.
18.
19.

20.

. Using TCP/IP Socket programming, implement a program to transfer the contents of a requested
file from server to the client using TCP/IP Sockets.

. Implement the data link layer farming methods such as character, character stuffing and bit

stuffing.

Implement on a data set of characters the three CRC polynomials - CRC 12, CRC 16 and CRC

CCIP.

Write a program for frame sorting technique used in buffers.

Write a program for Hamming Code generation for error detection and correction.

Take an example subnet graph with weights indicating delay between nodes. Now obtain Routing

table at each node using distance vector routing algorithm.

Using Leaky Bucket Algorithm, Design a program to achieve Traffic management at Flow level by

implementing Closed Loop Control technique.

Using RSA algorithm encrypt a text data and Decrypt the same.

Part B




Simulation Programs using any network simulator or any other equivalent software.
Note: (i) Analyze the network behavior by collecting the statistics on network performance and
draw the conclusion.

1. Simulate a 3 node point to point network with duplex links between them. Set the Queue size and
vary the bandwidth and find the number of packets dropped.

2. Simulate a four-node point-to-point network, and connect the links as follows: n0->n2, n1- >n2
and n2-n3. Apply TCP agent changing the parameters and determine the number of packets
sent/received by TCP/UDP.

3. Implement an Ethernet LAN using n nodes and set multiple traffic nodes and plot congestion
window for different source / destination.

4. Implement simple ESS and with transmitting nodes in wire-less LAN by simulation and determine
the performance with respect to transmission of packets.

5. Implement and study the performance of GSM on NS2/NS3 (Using MAC layer) or equivalent
environment.

6. Implement and study the performance of CDMA on NS2/NS3 (Using stack called Call net) or
equivalent environment.

Course Outcomes

After studying this course, students will be able to:

Analyze and Compare various networking protocols.

Demonstrate the working of different concepts of networking.

Ability to understand the encryption and decryption concepts.

Ability to apply appropriate algorithm for the finding of shortest route.
Ability to configure the routing table.

Implement and analyze networking protocols in NS2 / NS3.

Conduct of Practical Examination:

e Experiment distribution
e For laboratories having only one part: Students are allowed to pick one experiment from
the lot with equal opportunity.
e For laboratories having PART A and PART B: Students are allowed to pick one
experiment from PART A and one experiment from PART B, with equal opportunity.
e Change of experiment is allowed only once and marks allotted for procedure to be made zero of
the changed part only.
e Marks Distribution (Course to change in accordance with university regulations)
e For laboratories having only one part — Procedure + Execution + Viva-Voce: 15+30+5 =
50Marks
e For laboratories having PART A and PART B
iii. Part A — Procedure + Execution + Viva =7 + 20 + 3 = 20 Marks
iv. Part B — Procedure + Execution + Viva =6 + 12 + 2= 30 Marks




AUTOMATA THEORY AND COMPUTABILITY

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)

SEMESTER -V
Subject Code 18CS531/1S531 | CIE Marks 50
Number Lecture Hour/Week | 03 SEE Marks 50
Number of Lecture Hours 48 Exam Hours 03
CREDITS-04

Course objectives:
This course will enable students to:

e Introduce core concepts in Automata and Theory of Computation

¢ Identify different Formal language Classes and their Relationships

o Design Grammars and Recognizers for different formal languages

e Prove or disprove theorems in automata theory using their properties

e Determine the decidability and intractability of Computational problems

Modules

Teaching
Hours

Module -1

Why study the Theory of Computation, Languages and Strings: Strings, Languages. A
Language Hierarchy, Computation, Finite State Machines (FSM): Deterministic FSM,
Regular languages, Designing FSM, Nondeterministic FSMs, From FSMs to Operational
Systems, Simulators for FSMs, Minimizing FSMs.

Textbook 1: Ch 1,2, 3,4,5.11t05.10

RBT: L1, L2

10 Hours

Module -2

Regular Expressions (RE): what is a RE?, Kleene’s theorem, Applications of REs,
Manipulating and Simplifying REs. Regular Grammars: Definition, Regular Grammars and
Regular languages. Regular Languages (RL) and Non-regular Languages: How many RLs, To
show that a language is regular, Closure properties of RLs, to show some languages are not
RLs.

Textbook 1: Ch 6,7,8:6.1t06.4,7.1,7.2,81t08.4

RBT:L1,L2 L3

10 Hours

Module -3

Context-Free Grammars(CFG): Introduction to Rewrite Systems and Grammars, CFGs and
languages, designing CFGs, simplifying CFGs, proving that a Grammar is correct, Derivation
and Parse trees, Ambiguity, Normal Forms. Pushdown Automata (PDA): Definition of non-
deterministic PDA, Deterministic and Non-deterministic PDAs, Nondeterminism and Halting,
alternative equivalent definitions of a PDA, alternatives that are not equivalent to PDA.
Textbook 1: Ch 11, 12: 11.1to0 11.8,12.1,12.2,12,4,12.5, 12.6

RBT:L1,L2, L3

10 Hours

Module-4

Algorithms and Decision Procedures for CFLs: Decidable questions, Un-decidable
guestions. Turing Machine: Turing machine model, Representation, Language acceptability

10 Hours




by TM, design of TM, Techniques for TM construction. Variants of Turing Machines (TM),
The model of Linear Bounded automata.

Textbook 1: Ch 14: 14.1, 14.2, Textbook 2: Ch 9.1t0 9.8

RBT:L1,L2 L3

Module-5

Decidability: Definition of an algorithm, decidability, decidable languages, Undecidable
languages, halting problem of TM, Post correspondence problem. Complexity: Growth rate of | 48 Hours
functions, the classes of P and NP, Quantum Computation: quantum computers, Church-
Turing thesis. Applications: G.1 Defining syntax of programming language, Appendix J:

Security

Textbook 2: 10.1 to 10.7,12.1, 12.2,12.8, 12.8.1, 12.8.2
Textbook 1: Appendix: G.1(only), J.1 & J.2

RBT: L1, L2 L3

Course outcomes:
At the end of the course the student will be able to:

Acquire fundamental understanding of the core concepts in automata theory and Theory of Computation
Learn how to translate between different models of Computation (e.g., Deterministic and Non-
deterministic and Software models).

Design Grammars and Automata (recognizers) for different language classes and become
knowledgeable about restricted models of Computation (Regular, Context Free) and their relative
powers.

Develop skills in formal reasoning and reduction of a problem to a formal model, with an emphasis on
semantic precision and conciseness.

Classify a problem with respect to different models of Computation.

Textbooks:

1.
2.

Elaine Rich, Automata, Computability and Complexity, 1st Edition, Pearson education,2012/2013.
K L P Mishra, N Chandrasekaran , 3rd Edition, Theory of Computer Science, Phl, 2012.

Reference Books:

1. John E Hopcroft, Rajeev Motwani, Jeffery D Ullman, Introduction to Automata Theory, Languages, and
Computation, 3rd Edition, Pearson Education, 2013

2. Michael Sipser : Introduction to the Theory of Computation, 3rd edition, Cengage learning,2013

3. John C Martin, Introduction to Languages and The Theory of Computation, 3rd Edition, Tata McGraw
—Hill Publishing Company Limited, 2013

4. Peter Linz, “An Introduction to Formal Languages and Automata”, 3rd Edition, Narosa Publishers,
1998

5. Basavaraj S. Anami, Karibasappa K G, Formal Languages and Automata theory, Wiley India, 2012

6. C K Nagpal, Formal Languages and Automata Theory, Oxford University press, 2012.




CLOUD COMPUTING AND ITS APPLICATIONS

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)
SEMESTER -V

Subject Code 18CS532/1S532 CIE Marks 50

Number Lecture Hour/Week | 03 SEE Marks 50

Number of Lecture Hours 48 Exam Hours 03
CREDITS-03

Course objectives:
* Explain the fundamentals of cloud computing

* [llustrate the cloud application programming and aneka platform

* Contrast different cloud platforms used in industry

Modules

Teaching
Hours

Module -1

Introduction ,Cloud Computing at a Glance, The Vision of Cloud Computing, Defining a
Cloud, A Closer Look, Cloud Computing Reference Model, Characteristics and Benefits,
Challenges Ahead, Historical Developments, Distributed Systems, Virtualization, Web 2.0,
Service-Oriented Computing, Utility-Oriented Computing, Building Cloud Computing
Environments, Application Development, Infrastructure and System Development,
Computing Platforms and Technologies, Amazon Web Services (AWS), Google App
Engine, Microsoft Azure, Hadoop, Force.com and Salesforce.com, Manjrasoft Aneka
Virtualization, Introduction, Characteristics of Virtualized, Environments Taxonomy of
Virtualization Techniques, Execution Virtualization, Other Types of Virtualization,
Virtualization and Cloud Computing, Pros and Cons of Virtualization, Technology Examples
Xen: Paravirtualization, VMware: Full Virtualization, Microsoft Hyper-V

Textbook 1: Ch. 1,3 RBT: L1, L2

10 Hours

Module -2

Cloud Computing Architecture, Introduction, Cloud Reference Model, Architecture,
Infrastructure / Hardware as a Service, Platform as a Service, Software as a Service, Types of
Clouds, Public Clouds, Private Clouds, Hybrid Clouds, Community Clouds, Economics of
the Cloud, Open Challenges, Cloud Definition, Cloud Interoperability and Standards
Scalability and Fault Tolerance Security, Trust, and Privacy Organizational Aspects Aneka:
Cloud Application Platform, Framework Overview, Anatomy of the Aneka Container, From
the Ground Up: Platform Abstraction Layer, Fabric Services, foundation Services,
Application Services, Building Aneka Clouds, Infrastructure Organization, Logical
Organization, Private Cloud Deployment Mode, Public Cloud Deployment Mode, Hybrid
Cloud Deployment Mode, Cloud Programming and Management, Aneka SDK, Management
Tools

Textbook 1: Ch.45 RBT:L1,L2

10 Hours

Module -3

Concurrent Computing: Thread Programming, Introducing Parallelism for Single Machine \




Computation, Programming Applications with Threads, What is a Thread?, Thread APIs, 10 Hours
Techniques for Parallel Computation with Threads, Multithreading with Aneka, Introducing
the Thread Programming Model, Aneka Thread vs. Common Threads, Programming
Applications with Aneka Threads, Aneka Threads Application Model, Domain
Decomposition; Matrix Multiplication, Functional Decomposition: Sine, Cosine, and
Tangent.

High-Throughput Computing: Task Programming, Task Computing, Characterizing a Task,
Computing Categories, Frameworks for Task Computing, Task-based Application Models,
Embarrassingly Parallel Applications, Parameter Sweep Applications, MPIl Applications,
Computing Categories, Frameworks for Task Computing, Task-based Application Models,
Embarrassingly Parallel Applications, Parameter Sweep Applications, MPIl Applications,
Workflow Applications with Task Dependencies, Aneka Task-Based Programming, Task
Programming Model, Developing Applications with the Task Model, Developing Parameter
Sweep Application, Managing Workflows.

Textbook 1: Ch. 6,7 RBT: L1,L2

Module-4

Data Intensive Computing: Map-Reduce Programming, What is Data-Intensive Computing?,
Characterizing Data-Intensive Computations, Challenges Ahead, Historical Perspective, 10 Hours
Technologies for Data-Intensive Computing, Storage Systems, Programming Platforms,
Aneka MapReduce Programming, Introducing the MapReduce Programming Model,
Example Application

Textbook 1: Ch. 8 RBT: L1, L2

Module-5

Cloud Platforms in Industry, Amazon Web Services, Compute Services, Storage Services,
Communication Services, Additional Services, Google App Engine, Architecture and Core | g Hours
Concepts, Application Life-Cycle, Cost Model, Observations, Microsoft Azure, Azure Core
Concepts, SQL Azure, Windows Azure Platform Appliance.

Cloud Applications Scientific Applications, Healthcare: ECG Analysis in the Cloud,
Biology: Protein Structure Prediction, Biology: Gene Expression Data Analysis for Cancer
Diagnosis, Geoscience: Satellite Image Processing, Business and Consumer Applications,
CRM and ERP, Productivity, Social Networking, Media Applications, Multiplayer Online
Gaming.

Textbook 1: Ch. 9,10 RBT: L1, L2

Course outcomes: The student will be able to:

* Explain cloud computing, virtualization and classify services of cloud computing

* [llustrate architecture and programming in cloud

* Describe the platforms for development of cloud applications and List the application of cloud.

Textbooks:
1. RajkumarBuyya, Christian Vecchiola, and ThamaraiSelvi Mastering Cloud. Computing
McGraw Hill Education

Reference Book:

1. Dan C. Marinescu, Cloud Computing Theory and Practice, Morgan Kaufmann, Elsevier 2013.




UNIX PROGRAMMING

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)
SEMESTER -V

Subject Code 18CS533/1S533 | CIE Marks 50

Number Lecture Hour/Week 03 SEE Marks 50

Number of Lecture Hours 48 Exam Hours 03
CREDITS-03

Course objectives:
This course will enable students to:

e Interpret the features of UNIX and basic commands.
e Demonstrate different UNIX files and permissions
e Implement shell programs.

o Explain UNIX process, IPC and signals.

Modules

Teaching
Hours

Module -1

Introduction: Unix Components/Architecture. Features of Unix. The UNIX Environment
and UNIX Structure, Posix and Single Unix specification. General features of Unix
commands/ command structure. Command arguments and options. Basic

Unix commands

such as echo, printf, Is, who, date,passwd, cal, Combining commands. Meaning of Internal
and external commands. The type command: knowing the type of a command and locating it.
The root login. Becoming the super user: su command.

Unix files: Naming files. Basic file types/categories. Organization of files. Hidden files.
Standard directories. Parent child relationship. The home directory and the HOME variable.
Reaching required files- the PATH variable, manipulating the PATH, Relative and absolute
pathnames. Directory commands — pwd, cd, mkdir, rmdir commands. The dot (.) and double
dots (..) notations to represent present and parent directories and their usage in relative path
names. File related commands — cat, mv, rm, cp, wc and od commands.

RBT: L1, L2

10 Hours

Module -2

File attributes and permissions: The Is command with options. Changing file permissions: the
relative and absolute permissions changing methods. Recursively changing file permissions.
Directory permissions.

The shells interpretive cycle: Wild cards. Removing the special meanings of wild cards. Three
standard files and redirection. Connecting commands: Pipe. Basic and Extended regular
expressions. The grep, egrep. Typical examples involving different regular expressions. Shell
programming: Ordinary and environment variables. The .profile. Read and readonly commands.
Command line arguments. exit and exit status of a command. Logical operators for conditional
execution. The test command and its shortcut. The if, while, for and case control statements. The
set and shift commands and handling positional parameters. The here ( << ) document and trap
command. Simple shell program examples.

RBT: L1, L2

10 Hours

Module -3




UNIX File APIs: General File APIs, File and Record Locking, Directory File APIs, Device File | 10 Hours
APIs, FIFO File APIs, Symbolic Link File APIs.

UNIX Processes and Process Control:

The Environment of a UNIX Process: Introduction, main function, Process Termination,
Command-Line Arguments, Environment List, Memory Layout of a C Program, Shared
Libraries, Memory Allocation, Environment Variables, setimp and longjmp Functions, getrlimit,
setrlimit Functions, UNIX Kernel Support for Processes.

Process Control: Introduction, Process Identifiers, fork, vfork, exit, wait, waitpid, wait3, wait4
Functions, Race Conditions, exec Functions

RBT: L1, L2, L3

Module-4

Changing User IDs and Group IDs, Interpreter Files, system Function, Process Accounting, 10 Hours
User ldentification, Process Times, 1/O Redirection.

Overview of IPC Methods, Pipes, popen, pclose Functions, Coprocesses, FIFOs, System V
IPC, Message Queues, Semaphores.

Shared Memory, Client-Server Properties, Stream Pipes, Passing File Descriptors, An Open
Server-Version 1, Client-Server Connection Functions.

RBT: L1, L2, L3

Module-5

Signals and Daemon Processes: Signals: The UNIX Kernel Support for Signals, signal,
Signal Mask, sigaction, The SIGCHLD Signal and the waitpid Function, The sigsetjmp and 08 Hours
siglongjmp Functions, Kill, Alarm, Interval Timers, POSIX.Ib Timers. Daemon Processes:
Introduction, Daemon Characteristics, Coding Rules, Error Logging, Client-Server Model.
RBT:L1,L2, L3

Course outcomes:
At the end of the course the student will be able to:
e Explain Unix Architecture, File system and use of Basic Commands
o lllustrate Shell Programming and to write Shell Scripts
e Categorize, compare and make use of Unix System Calls
e Build an application/service over a Unix system.

Textbooks:
3. Sumitabha Das., Unix Concepts and Applications., 4thEdition., Tata McGraw Hill ( Chapter 1,2
,3,4,5,6,8,13,14)

4. W. Richard Stevens: Advanced Programming in the UNIX Environment, 2nd Edition, Pearson
Education, 2005 ( Chapter 3,7,8,10,13,15)
5. Unix System Programming Using C++ - Terrence Chan, PHI, 1999. ( Chapter 7,8,9,10).

Reference Books:

7. M.G. Venkatesh Murthy: UNIX & Shell Programming, Pearson Education.
8. Richard Blum , Christine Bresnahan : Linux Command Line and Shell Scripting Bible, 2ndEdition,
Wiley,2014.




SOCIAL NETWORK ANALYSIS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)

SEMESTER -V
Subject Code 18CS534/1S534 CIE Marks 50
Number of Lecture
Hours/\Week 03 SEE Marks 50
Total Number of 50 Exam Hours 03
Lecture Hours
CREDITS - 03

Course objectives: This course will enable students

Discuss essential knowledge of network analysis applicable to real world data, with examples

from today’s most popular social networks.

Module | Teaching
Hours
Introduction to social network analysis and Descriptive network
analysis:
Introduction to new science of networks. Networks examples. Graph theory 10Hours
basics. Statistical network properties. Degree distribution, clustering
coefficient. Frequent patterns. Network motifs. Cliques and k-cores.
RBT: L1, L2, L3.
Module 11
Network structure, Node centralities and ranking on network: Nodes and
edges, network diameter and average path length. Node centrality metrics:
degree, closeness and betweenness centrality. Eigenvector centrality and | 10 Hours
PageRank. Algorithm HITS.
RBT: L1, L2 L3.
Module 111
Network communities and Affiliation networks: Networks communities.
Graph partitioning and cut metrics. Edge betweenness. Modularity clustering.
Affiliation  network and  bipartite graphs. 1-mode  projections. | o Hours
Recommendation
systems.
RBT: L1, L2 L3.
Module IV
Information and influence propagation on networks and Network
visualization:  Social Diffusion. Basic cascade model. Influence
maximization.Most influential nodes in network. Network visualization and | 10 Hours
graph layouts.
Graph sampling. Low -dimensional projections
Module V
Social media mining and SNA in real world: FB/VK and Twitter
analysis:
10 Hours

Natural language processing and sentiment mining. Properties of large social
networks: friends, connections, likes, re-tweets.
RBT: L1, L2, L3.

Course Outcomes

After studying this course, students will be able to:

CO 1. Define notation and terminology used in network science.
CO 2: Demonstrate, summarize and compare networks.

CO 3: Explain basic principles behind network analysis algorithms.




CO 4: Analyze real world network
CO5:

Question paper pattern:
e The question paper will have ten questions.
e There will be 2 questions from each module.
e Each question will have questions covering all the topics under a module.
e The students will have to answer 5 full questions, selecting one full question from
each module.

Text Books/Reference Books:
1. David Easley and John Kleinberg. "Networks, Crowds, and Markets:
ReasoningAbout a Highly Connected World." Cambridge University Press 2010.
2. Eric Kolaczyk, Gabor Csardi. “Statistical Analysis of Network Data with R
(UseR!)”.Springer, 2014.
3. Stanley Wasserman and Katherine Faust. "Social Network Analysis. Methods and
Applications.” Cambridge University Press, 1994.




DISCRETE MATHEMATICAL STRUCTURES AND GRAPH THEORY

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)
SEMESTER -V

Subject Code 18CS541/1S541 | CIE Marks 50

Number Lecture Hour/Week 03 SEE Marks 50

Number of Lecture Hours 48 Exam Hours 03
CREDITS-04

Course objectives:
This course will enable students to:

o Provide theoretical foundations of computer science to perceive other courses in the programme.
o Illustrate applications of discrete structures: logic, relations, functions, set theory and counting.

o Describe different mathematical proof techniques,
o lllustrate the importance of graph theory in computer science

Modules

Teaching
Hours

Module -1

Fundamentals of Logic: Basic Connectives and Truth Tables, Logic Equivalence — The Laws
of Logic, Logical Implication — Rules of Inference. Fundamentals of Logic contd.: The Use of
Quantifiers, Quantifiers, Definitions and the Proofs of Theorems.

Text book 1: Chapter2

RBT:L1,L2, L3

10 Hours

Module -2

Properties of the Integers: The Well Ordering Principle — Mathematical Induction,
Fundamental Principles of Counting: The Rules of Sum and Product, Permutations,
Combinations — The Binomial Theorem, Combinations with Repetition.

Text book 1: Chapterd — 4.1, Chapterl

RBT: L1,L2, L3

10 Hours

Module -3

Relations and Functions: Cartesian Products and Relations, Functions — Plain and One-to-
One, Onto Functions. The Pigeon-hole Principle, Function Composition and Inverse Functions.
Relations: Properties of Relations, Computer Recognition — Zero-One Matrices and Directed
Graphs, Partial Orders — Hasse Diagrams, Equivalence Relations and Partitions.

Text book 1: Chapter5, Chapter7 -7.1to 7.4

RBT:L1,L2, L3

10 Hours

Module-4

The Principle of Inclusion and Exclusion: The Principle of Inclusion and Exclusion,
Generalizations of the Principle, Derangements — Nothing is in its Right Place, Rook
Polynomials.

Recurrence Relations: First Order Linear Recurrence Relation, The Second Order Linear
Homogeneous Recurrence Relation with Constant Coefficients.

Text book 1: Chapter8 — 8.1 to 8.4, Chapter10 —-10.1, 10.2

RBT:L1,L2, L3

10
Hours

Module-5




Introduction to Graph Theory: Definitions and Examples, Sub graphs, Complements, and
Graph Isomorphism, 08
Trees: Definitions, Properties, and Examples, Routed Trees, Trees and Sorting, Weighted Trees

and Prefix Codes Hours
Text book 1: Chapterll —11.1to 11.2 Chapterl2 - 12.1t0 12.4
RBT: L1, L2, L3

Course outcomes:
At the end of the course the student will be able to:
e Use propositional and predicate logic in knowledge representation and truth verification.
o Demonstrate the application of discrete structures in different fields of computer science.
e Solve problems using recurrence relations and generating functions.
o Application of different mathematical proofs techniques in proving theorems in the courses.
o Compare graphs, trees and their applications.

Textbooks:
1. Ralph P. Grimaldi: Discrete and Combinatorial Mathematics, 5th Edition, Pearson
Education.2004.
Reference Books:

1. Basavaraj S Anami and Venakanna S Madalli: Discrete Mathematics — A Concept based approach,

Universities Press, 2016

Kenneth H. Rosen: Discrete Mathematics and its Applications, 6th Edition, McGraw Hill, 2007.

Jayant Ganguly: A Treatise on Discrete Mathematical Structures, Sanguine-Pearson, 2010.

4. D.S. Malik and M.K. Sen: Discrete Mathematical Structures: Theory and Applications, Thomson,
2004.

5. Thomas Koshy: Discrete Mathematics with Applications, Elsevier, 2005, Reprint 2008.

wmn




MOBILE APPLICATION DEVELOPMENT

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2018-2019)
SEMESTER -V

Subject Code 18CS543/1S543 | CIE Marks 50

Number Lecture Hour/Week | 03 SEE Marks 50

Number of Lecture Hours 48 Exam Hours 03
CREDITS-03

Course objectives:
This course will enable students to:

Learn to setup Android application development environment

Illustrate user interfaces for interacting with apps and triggering actions

Interpret tasks used in handling multiple activities

Identify options to save persistent application data

Appraise the role of security and performance in Android applicationss Create, test and debug
Android application by setting up Android development environment

Modules Teaching
Hours

Module -1

Get started, Build your first app, Activities, Testing, debugging and using support libraries 10 Hours
Textbook 1: Lesson 1,2,3
RBT: L1, L2

Module -2

User Interaction, Delightful user experience, Testing your Ul
Textbook 1: Lesson 4,5,6 10 Hours
RBT: L1, L2

Module -3

Background Tasks, Triggering, scheduling and optimizing background tasks
Textbook 1: Lesson 7,8 10 Hours
RBT: L1, L2

Module-4

All about data, Preferences and Settings, Storing data using SQL.ite, Sharing data with
content providers, Loading data using Loaders 10 Hours
Textbook 1: Lesson 9,10,11,12
RBT: L1, L2

Module-5

Permissions, Performance and Security, Firebase and AdMab, Publish
Textbook 1: Lesson 13,14,15 08 Hours
RBT: L1, L2

Course outcomes:

At the end of the course the student will be able to:
o Create, test and debug Android application by setting up Android development environment
e Implement adaptive, responsive user interfaces that work across a wide range of devices.
e Infer long running tasks and background work in Android applications




e Demonstrate methods in storing, sharing and retriev